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Abstract

Fast and numerically stable transfer-matrix solution is presented for the classical electro-
magnetics problem of a dipole radiating inside and outside a stratified sphere consisting of
concentric spherical shells. There is no limitation on the dipole position, the number of the
concentric shells, the shell medium, or on the sphere radius. Electromagnetic fields are deter-
mined anywhere in the space, the time-averaged angular distribution of the radiated power,
the total radiated power, Ohmic losses due to an absorbing shell, and Green�s function are cal-
culated. An absorbing, optically active, and ultrathin ([10nm) metallic shell (core), character-
ized by a nonlocal dielectric function, are all allowed. The classical results are then applied to
inelastic light scattering (fluorescence and Raman), the radiative and nonradiative normalized
decay rates, and frequency shift. Using correspondence principle, the radiative decay rate is
calculated from the Poynting vector, whereas the nonradiative decay rate is calculated from
the Ohmic losses inside a sphere absorptive shell. Numerical stability of our method and lim-
itations of classical description of decay rates are addressed. The importance of grouping var-
ious radiative and nonradiative decay mechanisms into local and nonlocal decay rates is
emphasized. Further possible extensions of the theory presented here to the case of an arbi-
trary multilayered (axially symmetric) particle and to the classical problem of a radiating
quadrupole in the presence of a multilayered particle are briefly outlined. Various applications
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for chemical speciation, LIDAR, fluorescent microscopy, engineering of decay rates, identifi-
cation of biological particles, and monitoring specific cell functions are envisaged. Computer
program is freely available at http://www.wave-scattering.com.
� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Pioneering work by Chew et al. [1,2] provided a complete description of the clas-
sical electromagnetic fields of an electric dipole radiating outside and inside a homo-
geneous and isotropic spherical particle. This solution found an immediate
application in inelastic light-scattering (fluorescence or Raman) spectroscopy
[1,3,4] and, in particular, in the surface enhanced Raman scattering (SERS)
[1,4,5]. Raman spectroscopy had been developed into a sensitive tool for character-
izing single micrometer sized particles of both inorganic and organic compounds [6].
Later on, Raman microprobe analysis of particulates was used for identification of
biological particles in fluorescence-activated flow of cytomeres [7]. The inelastic scat-
tering of species embedded within a spherical particle is also of considerable interest
in studies employing light detecting and ranging (LIDAR) for remote sensing of both
molecular and particulate constituents of atmosphere [6,8]. Indeed, atmospheric
aerosols may fluoresce and that may be used to provide a means for chemical iden-
tification of ambient aerosols and to measure aerosol content in the atmosphere [8].
As another example, the particle may be a biological cell which has been tagged with
fluorescent molecules that attach to the DNA, the cytoplasm, or to the cell mem-
brane. The fluorescence can be used to monitor specific cell functions, or in the cell
identification and sorting systems [9,10]. Chew et al. [1,2] solution found also appli-
cation in the investigation thermal radiation from spherical microparticles [11].

Last but not the least, Chew et al. [1,2] solution was employed first by Ruppin [12]
and then by Chew [13,14] for the description of spontaneous electric-dipole transi-
tion, or decay, rates of atoms and molecules adsorbed at or embedded in spherical
particles. The applicability of purely classical theory for the description of the life-
time of an excited energy level of a quantum-mechanical system follows from the
correspondence principle. According to the latter, the quantum theoretical expres-
sion for the power radiated by the spontaneous emission from an excited state in
an electric (a magnetic) dipole transition is obtained from the classical expression
for the power P radiated by an electric (a magnetic) dipole by replacement of the di-
pole moment p by the corresponding transition matrix element. The spontaneous
emission rate W is then given by

W ¼ P
�hx

: ð1Þ
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The basic assumption is, of course, that neither the transition matrix element nor the
transition frequency are appreciably changed by the presence of the interface. An ex-
plicit verification of the equivalence of the classical and quantum-mechanical results
for spherical geometry has been provided by Chew in Sec. IV of his article [13] (see
also Appendix D for some intermediary steps of Chew�s derivation). Chew has
shown that the results for decay rates derived on the basis of classical electromag-
netic theory agree with those computed quantum mechanically with the linear-re-
sponse formalism [15] adapted to spherical geometry. Since then Chew�s treatment
of decay rates within the framework of classical electrodynamics has proved to be
extremely successful and has been applied, among others, for the radiative decay
engineering for biophysical and biomedical applications [16], in near-field optical
microscopy for imaging of buried saturated fluorescent molecules [17] and of sur-
faces [18], and in the study of the effects of light absorption and amplification on
the stimulated transition rates of the electric-dipole emission of atoms or molecules
embedded in micrometer-sized dielectric spheres [19,20]. For a recent comparison
of theory and experiment see [21] for the case of microspheres and [22] for nano-
spheres.

All the previous studies have been performed for the case of a homogeneous and
isotropic spherical bead in a predetermined environment. However, particles found
in nature are frequently not homogeneous and sometimes exhibit a layered or radi-
ally stratified structure. As an example, water-insoluble aerosols in atmosphere have
often a thin liquid layer adsorbed on their surface. In addition to such a water-coated
soot particles, the case of a sphere having two coatings is also important for model-
ing hydrological particles coated with biological material and micro-encapsulated
material. In the case of a biological cell, the appropriate model consists of concentric
three-layered sphere, corresponding to nucleus, cytoplasm, and membrane [5]. Fur-
thermore, current experimental colloidal techniques allow one to design a variety of
multi-structured beads having a plurality of concentric shells with the core radius
from cca 1nm till 1lm and controlled shell thicknesses. For instance, a metal (Au,
Ag, and Pt) or dielectric (ZnS) spherical core can be coated in a controlled way
by a silica shell [23–27]. A reverse situation, in which a dielectric (silica, Au2S) bead
is coated by gold or some other noble metal, is also possible [28–32]. Having metal
cores means that an active light-emitting dielectric material (semiconductor or poly-
mer) is not isolated as in the case of metal shells. Hence, at first glance, metal-core
dielectric-shell beads can perform more easily some useful optoelectronic functions.
Nevertheless, dielectric-core metal-shell beads, also called metal nanoshells, consist-
ing of a dielectric core with a metallic shell of nanometer thickness (cca 50nm), made
it possible to vary the optical resonances of such nanoparticles over hundreds of
nanometers in wavelength by varying the relative dimensions of the core and shell
[28,29]. For a comparison, the tunability of the single-sphere Mie resonances in
the case of metal-core dielectric-shell beads is much smaller. However, experimen-
tally available design options do not stop here. One can subsequently etched away
silica core of a silica-core metal-shell bead and obtain a hollow metallic nanoshell.
Either hollow metallic nanoshell or a dielectric-core metal-shell bead can be in turn
coated in a controlled way by the second silica shell [31]. Note that such a dielectric
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overcoat of either metallic shell or metallic core is advantageous as it prevents aggre-
gation of the particles by reducing the Van der Waals forces between them. In the
latter case, a dielectric coating of roughly 20nm thickness is required. It is known
that fluorescent organic groups can be placed with nm control over the radial posi-
tion inside the silica core of a silica-core metal-shell bead, or in the silica shell of
either a dielectric-core metal-shell silica shell bead or a metal-core silica shell bead
[26,32]. Subsequently, there is a hope that such multi-structured spherical
micro- and nanoparticles will provide a lot of freedom in engineering of inelastic
light-scattering properties, such as SERS, and of atomic, molecular, and nanoprobe
fluorescence properties, such as spontaneous and stimulated decay rates, according
to one�s need and a desired application. To treat the case of the spherical bead with
several concentric shells it turns out necessary to extend the original work by Chew et
al. [1,2,13,14] and Ruppin [12].

In what follows, a complete classical description of the electromagnetic fields of
an electric-dipole radiating outside and inside such a multi-structured spherical par-
ticle is provided. After introducing our notation and definitions in Section 2, a recur-
sive transfer-matrix solution is provided in Sections 3 and 4, which allows one to
determine electromagnetic fields anywhere inside or outside the particle without
any limitation on the number of concentric shells and on position of the radiating
dipole. First forward and backward transfer matrices are introduced in Section 3,
which enable one a complete description of the scattering off a multilayered sphere.
Both penetrable and impenetrable (perfectly conducting sphere core) shells can be
included into our formalism. The forward and backward transfer matrices are then
used in Section 4 to provide a transfer-matrix solution for a multicoated sphere with
a dipole source. The dipole position is neither limited to coincide with the center of
the particle, nor is the number of concentric shells limited to two, as in a recent work
by Klimov and Letokhova [33] and Enderlein [34]. Electromagnetic fields are deter-
mined everywhere inside and outside the multilayered sphere. Our recursive transfer-
matrix solution can be viewed as an extension of Abelés work on multilayered thin
films (stratified media) [35,36] (Abelés theory can also be found in Sec. 1.6 of Born
and Wolf [37]) to the case of spherical geometry. The general formulas are then ap-
plied to calculate the time-averaged dipole radiated power from the Poynting vector
in Section 5. Both the angular distribution of the radiated power, dPrad/dX, (Section
5.1) and the total radiated power, Prad, (Section 5.2) are obtained. In the case of Prad,
the resulting expressions are substantially simplified by performing sums over the
magnetic angular number m. Energy dissipation in the case of an absorbing shell
(either beads core or one of its shell) is discussed in Section 6. There the time-aver-
aged nonradiative loss due to the Ohmic losses inside the sphere absorptive shell,
Pnrad, is determined. It is worthwhile to remind that Chew, Kerker, and McNulty
[5] provided a formal solution to the problem of a dipole radiating in the presence
of a multilayered sphere. However, their solution for the sphere with N concentric
shells (the sphere core counts as shell number one) is written in terms of a
2N · 2N matrix and appears awkward and impractical for numerical calculations.
Indeed, neither Chew nor anybody else have appeared to implement the Chew
et al. [5] solution numerically. The main obstacles are that as N increases so do com-
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puter memory requirements to store the matrix and the time to carry out the matrix
calculations, which increases as N3. These problems are overcome by our recursive
solution which only employs 2 · 2 transfer matrices and their ordered products
and provides a fast and reliable algorithm which can easily be implemented numer-
ically. Moreover, sums over magnetic angular momentum number m are performed
explicitly leading to further significant simplifications.

Beginning with Section 7, various applications of our classical solution for an
electric-dipole radiating outside and inside a multilayered sphere are discussed. In
Section 7, the results of Sections 4 and 5 are used to provide description of the inten-
sity and angular distribution of an inelastically scattered light. In Section 8, corre-
spondence principle (1) is used to relate the two mechanisms through which
energy is dissipated, namely Prad and Pnrad, to the corresponding radiative, Wrad,
and nonradiative, Wnrad, decay rates. As in Chew et al. [1,2,13,14] treatment, any
coherence between elementary emitters is neglected and only coherence properties

of the radiation field are taken into account. When a radiating atom or molecule
interacts with the electromagnetic fields perturbed by the presence of a multilayered
spherical cavity, not only the spontaneous emission decay rate but also the transition
frequency is modified [38,39]. This is discussed in Section 9, where the frequency shift
is calculated from the knowledge of the scattering Green�s function. Numerical sim-
ulations regarding the spontaneous emission decay rates are then presented in Sec-
tion 10.

In principle, one can encounter situation when the theory outlined up to Section
10 has to be modified, even if one limits oneself to homogeneous and isotropic med-
ia. For instance, in the case of an ultra-thin metallic shell nonlocal effects due to exci-
tation of longitudinal plasmon modes may come into play [40–43]. In Section 11
recipes are provided how to make necessary amendments for the ultra-thin metallic
shell (Section 11.1) and the optically active shell [37,44,45] (Section 11.2). Afterward
several specific subjects are discussed. The Ohmic loss is not the only mechanism
which gives rise to a nonradiative decay rate [46,47]. Some other nonradiative pro-
cesses, and the effect of concentration of elementary emitters on the nonradiative de-
cay rate are discussed in Section 12.1. There it is suggested to organize different decay
mechanism into nonlocal and local decay rates, according as to whether a particular
decay mechanism depends on the geometry and material composition of the entire
sphere and surrounding medium, or only on the immediate proximity of the radiat-
ing dipole. Limitations of the classical treatment of transition rates and the effect of
concentration of elementary emitters on the radiative decay rate are discussed in Sec-
tion 12.2. Numerical limitation on the size parameter and how to overcome them is
the subject of Section 12.3. Further extensions and outlook can be found in Section
12.4. Eventually, in Section 13, we end up with summary and conclusions.
2. Notation and definitions

In what follows we shall consider a multilayered sphere with N concentric shells
embedded in a host medium, which parameters are displayed on Fig. 1. In order to



Fig. 1. Geometry and parameters of a multilayered sphere with N concentric shells embedded in a host
medium.
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keep recursive formulas compact, the sphere core counts as shell number one and the
host medium is referred to as the (N + 1)th shell. Any shell (host) will be assumed to
be homogeneous and isotropic medium characterized by scalar permittivity en
(eh ” eN + 1) and permeability ln (lh ” lN + 1). kn will denote the corresponding wave
vector in the nth shell, kn ¼ ðx=cÞ ffiffiffiffiffiffiffiffiffi

enln
p ¼ ð2p=kÞ ffiffiffiffiffiffiffiffiffi

enln
p

, k and c being the wave-
length and speed of light in vacuum, respectively. The nth shell radius will be denoted
by rn. Occasionally, the total sphere radius rN will also be denoted by rs (see Fig. 1).
Spherical coordinates are centered at the sphere origin and rd denotes the electric-di-
pole location.

Assuming for simplicity an isotropic homogeneous medium, electromagnetic
fields in any shell are described by the stationary macroscopic Maxwell�s equations
(in Gaussian units, with time dependence e�ixt assumed),

E ¼ ic
xe

ð$�HÞ; H ¼ � ic
xl

ðr � EÞ; ð2Þ

where the permittivity, e, and permeability, l, are scalars. (A generalization to tensor
permittivities and permeabilities is straightforward although a bit tedious.) Using
spherical symmetry of the problem, the fields within a given nth shell, 1 6 n 6 N + 1,
are expanded in the basis of normalized transverse vector multipoles,

FMLðkn; rÞ ¼ fMlðknrÞYðmÞ
L ðrÞ;

FELðkn; rÞ ¼
1

knr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
fElðknrÞYðoÞ

L ðrÞ þ ðrf ElÞ
0ðknrÞYðeÞ

L ðrÞ
n o

;
ð3Þ

where fcl is an arbitrary linear combination of spherical Bessel functions, YðaÞ
L are vec-

tor spherical harmonics, L is a composite angular momentum index, L = lm, where
the respective l and m label the orbital and magnetic angular numbers, the respective
indices M and E denote the TM and TE polarizations, and prime denotes the deriv-
ative d/dr. In the respective cases that fcl = jl and fcl ¼ hð1Þl , jl and hð1Þl being the stan-
dard spherical Bessel functions of the first and third kind (see Chapter 10 of [48]), the
multipoles FcL will be denoted as JcL and HcL. For the sake of notation and trans-
parency, in some formulas hð1Þl will be written as hl.
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Vector spherical harmonics YðaÞ
L in Eq. (3) are defined as

Y
ðmÞ
L ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lðlþ 1Þ
p LY L ¼ �ðr0 � Y

ðeÞ
L Þ ¼ rð$� Y

ðeÞ
L Þ;

Y
ðeÞ
L ¼ iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lðlþ 1Þ
p r$Y L;

Y
ðoÞ
L ¼ iY Lr0 ¼

ir2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p $� ð$� Y ðeÞ
L Þ;

ð4Þ

where L = �i(r · $) is the orbital angular momentum operator, r0 is the unit radius
vector, and YL are the orthonormal scalar spherical harmonics in the Condon–
Shortley convention as defined, for instance, by Jackson [49]. According to their def-
inition, YðmÞ

L (also called XL by Jackson [49]) and Y
ðeÞ
L are transverse, whereas YðoÞ

L is
longitudinal. The harmonic Y

ðmÞ
L is identical to Yllm as used by Chew et al.

[1,5,4,13,14], whereas Y
ðeÞ
L ¼ �r0 � Yllm. The transverse and longitudinal vector

spherical harmonics coincide up to an additional factor i with those defined in Chap-
ter 2.1.5 of Newton [50]. The respective YðmÞ

L ; Y
ðeÞ
L ; and Y

ðoÞ
L are also called magnetic,

electric, and longitudinal vector spherical harmonics. They can be shown to be pro-
portional to the vector spherical harmonics CL, BL, PL as used by Tsang, Kong, and
Shin [51] and Mishchenko [52], respectively. For their additional properties and the
proportionality factors see Appendix A.

In the special case where fMl = fEl, the normalized vector multipoles FcL satisfy the
following relations:

FELðk; rÞ ¼
1

k
$� FMLðk; rÞ; FMLðk; rÞ ¼

1

k
$� FELðk; rÞ;

$� ½$� FMLðk; rÞ� ¼ k2FMLðk; rÞ; $� ½$� FELðk; rÞ� ¼ k2FELðk; rÞ:
ð5Þ

The respective vector multipoles FML and FEL are both transverse,

$ � FcL � 0: ð6Þ
Therefore, the second line of Eq. (5) reduces to the Helmholtz equation, which is sat-
isfied by each vector component of FcL independently,

$2FcL þ k2FcL ¼ 0: ð7Þ
The respective vector multipoles FML and FEL are identical to Stratton�s vector
multipoles M and N [53], which are orthogonal and complete for transverse waves
(see Appendix B for their additional properties). The reason for a different nota-
tion adopted here is that in our case one will encounter a variety of specific linear
combinations of spherical Bessel function, such as fcl in the case of FcL. Therefore,
the Bessel function aspect will come to forefront also in the notation, whereas
polarization label is reduced to a mere subscript c. Additional, reasons are that
the respective linear combinations of spherical Bessel functions fMl and fEl will of-
ten turn out to be different, fMl „ fEl, and that the upper case M is reserved to la-
bel the TM polarization, whereas the lower case m labels magnetic angular
number.
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General solution for the electric field in the nth shell, 1 6 n 6 N + 1, is written as

EcðrÞ ¼
X
L

½AcLðnÞJcLðkn; rÞ þ BcLðnÞHcLðkn; rÞ�: ð8Þ

The corresponding magnetic field solution is then obtained from the second Max-
well�s equation (2). For the transverse magnetic (TM) mode (c ” M) one finds

HMðrÞ ¼ �i

ffiffiffiffiffi
en
ln

r X
L

½AMLðnÞJELðkn; rÞ þ BMLðnÞHELðkn; rÞ�; ð9Þ

whereas for the transverse electric (TE) mode (c ” E) the corresponding magnetic
field is

HEðrÞ ¼ �i

ffiffiffiffiffi
en
ln

r X
L

½AELðnÞJMLðkn; rÞ þ BELðnÞHMLðkn; rÞ�: ð10Þ

The expansion coefficients in the N + 1th shell, i.e., in the surrounding sphere host
medium will occasionally be written as CcL ” AcL(N + 1) and DcL ” BcL(N + 1) with
kN + 1 = kh. Because of the spherical symmetry of the problem, one can set in ad-
vance, or verify a posteriori, that the coefficients AcL(n) and BcL(n) (CcL and DcL)
do not depend on the magnetic angular number m. Expansion coefficients AcL(n),
BcL(n) are determined by matching fields across the shell interfaces by imposing
appropriate boundary conditions. In the case of electromagnetic waves it means that
the tangential components of E and H are continuous. (In the case of ultrathin
metallic shells (cca 30nm and less) nonlocal effects can take place which manifest
themselves by the existence of longitudinal waves. In the latter case, as discussed in
Section 11.1, there is an additional boundary condition of the continuity of the nor-
mal electric intensity components across an interface [40].)

To compare the tangential components on both sides of the boundary, let us recall
that JML has only tangential components,

JMLðk; rÞ ¼ jlðkrÞY
ðmÞ
L ðrÞ ¼ 1

r
ulðkrÞYðmÞ

L ðrÞ; ð11Þ

where ul(kr) ” rjl(kr) is the Riccati–Bessel function [48,50]. In the case of JEL(k, r),

JELðk; rÞ ¼
1

kr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
jlðkrÞY

ðoÞ
L ðrÞ þ ðrjlÞ

0ðkrÞYðeÞ
L ðrÞ

n o
; ð12Þ

the tangential component is obviously given by the term proportional to Y
ðeÞ
L ,

whereas the longitudinal component is given by the term proportional to Y
ðoÞ
L ,

½JEL�kðk; rÞ ¼
1ffiffiffiffiffi
le

p
r
ðrjlÞ

0ðkrÞYðeÞ
L ðrÞ; ½JEL�?ðk; rÞ ¼

1ffiffiffiffiffi
le

p
r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
jlðkrÞY

ðoÞ
L ðrÞ:

ð13Þ

Similarly for HML and HEL with jl replaced by hð1Þl . Here, as usual, prime means
derivative d/dr, i.e., 0 = d/dr.
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Last remark concerns the inverse of a matrix element Mik of matrix M. Through-
out the text, the inverse is denoted by M�1

ik , which thus should not be confused with
the (ik)th matrix element of the inverse matrix M�1.
3. Forward and backward transfer matrices

Let us first consider the simplest case of two shells, i.e., that of a homogeneous

sphere embedded in a homogeneous host, in the absence of any dipole source. The
boundary condition of the continuity of the tangential components of magnetic

modes implies for each l two equations, one for EM and the second for HM,

ulðk1r1ÞAMLð1Þþwlðk1r1ÞBMLð1Þ¼ ulðk2r1ÞAMLð2Þþwlðk2r1ÞBMLð2Þ;
u0lðk1r1ÞAMLð1Þ=l1þw0

lðk1r1ÞBMLð1Þ=l1 ¼ u0lðk2r1ÞAMLð2Þ=l2þw0
lðk2r1ÞBMLð2Þ=l2;

ð14Þ

where ul(kr) = rjl(kr) and we have introduced yet another Riccati–Bessel function,
wl � rhð1Þl [48,50]. In arriving to the equations, note that the respective prefactorsffiffiffiffiffiffiffiffiffiffiffi

e1=l1

p
and

ffiffiffiffiffiffiffiffiffiffiffi
e2=l2

p
of the total magnetic field HM at the inner and outer sides of

the shell boundary combine with the medium-dependent prefactors of the tangential
components of multipoles JEL and HEL (cf. Eq. (13)). For the computational conve-
nience, for each given l the two Eqs. (14) are assembled into the following matrix
equation:

ulðk1r1Þ; wlðk1r1Þ
u0lðk1r1Þ=l1; w0

lðk1r1Þ=l1

� �
AMLð1Þ
BMLð1Þ

� �
¼

ulðk2r1Þ; wlðk2r1Þ
u0lðk2r1Þ=l2; w0

lðk2r1Þ=l2

� �
AMLð2Þ
BMLð2Þ

� �
:

ð15Þ

Therefore,

AMLð1Þ
BMLð1Þ

� �
¼

ulðk1r1Þ; wlðk1r1Þ
u0lðk1r1Þ=l1; w0

lðk1r1Þ=l1

� ��1 ulðk2r1Þ; wlðk2r1Þ
u0lðk2r1Þ=l2; w0

lðk2r1Þ=l2

� �
AMLð2Þ
BMLð2Þ

� �

¼ l1

W r½ulðk1r1Þ;wlðk1r1Þ�

�
w0

lðk1r1Þ=l1; �wlðk1r1Þ
�u0lðk1r1Þ=l1; ulðk1r1Þ

� �
ulðk2r1Þ; wlðk2r1Þ

u0lðk2r1Þ=l2; w0
lðk2r1Þ=l2

� �
AMLð2Þ
BMLð2Þ

� �

¼ T�
Mlð1Þ

AMLð2Þ
BMLð2Þ

� �
;

ð16Þ

where

T�
Mlð1Þ¼�ik1l1

�
w0

lðk1r1Þulðk2r1Þ=l1�wlðk1r1Þu0lðk2r1Þ=l2; w0
lðk1r1Þwlðk2r1Þ=l1�wlðk1r1Þw0

lðk2r1Þ=l2

�u0lðk1r1Þulðk2r1Þ=l1þulðk1r1Þu0lðk2r1Þ=l2; �u0lðk1r1Þwlðk2r1Þ=l1þulðk1r1Þw0
lðk2r1Þ=l2

� �
ð17Þ
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is a backward transfer matrix. Given the expansion coefficients in the outer shell, the
backward transfer matrix yields the expansion coefficients in the inner shell. In arriv-
ing to the result, two elementary relations were used. First the Cramers rule of linear
algebra, when applied to 2 · 2 matrices,

a b

c d

� ��1

¼ 1

ad � bc

d �b

�c a

� �
: ð18Þ

Second, the term ad � bc in Eq. (18) reduces to the Wronskian of the spherical Ricc-
ati–Bessel functions for which the following relation holds:

W r½ulðk1rÞ;wlðk1rÞ� ¼ i=k1: ð19Þ
Here the Wronskian Wx[f(ax),g(ax)] ” f(ax)g 0(ax) � f 0(ax)g(ax) and prime denotes
the derivative with respect to x, the subscript of W. The Wronskian relation is estab-
lished by applying Eq. (10.1.6) of [48], according to which Wz[jl(z),nl(z)] = 1/z2, nl
being the spherical Bessel function of the second kind [48]. In order to apply Eq.
(10.1.6) of [48], the sequence of elementary identities was used:

W r½ulðk1rÞ;wlðk1rÞ� ¼ k1r2W k1r½jlðk1rÞ; hþl ðk1rÞ� ¼ ik1r2W k1r½jlðk1rÞ; nlðk1rÞ�:
Note in passing that

u0l �
dulðkrÞ

dr
¼ d½rjlðkrÞ�

dr
¼ d½krjlðkrÞ�

dðkrÞ ; ð20Þ

i.e., u0l ¼ d½ulðkrÞ�=dr (and similarly w0
l) can be replaced throughout the formulas by

d½krjlðkrÞ�=dðkrÞ ½d½krh
ð1Þ
l ðkrÞ�=dðkrÞ], as used for instance by Chew [13,14] and some

other authors [51,52]. We have used the more compact form of writing to more easily
identify all the medium-dependent factors. Upon the substitution k1 fi k2, k2 fi k1,
and l1 fi l2, l2 fi l1, one finds

AMLð2Þ
BMLð2Þ

� �
¼ Tþ

Mlð1Þ
AMLð1Þ
BMLð1Þ

� �
; ð21Þ

where

Tþ
Mlð1Þ¼�ik2l2

�
w0

lðk2r1Þulðk1r1Þ=l2�wlðk2r1Þu0lðk1r1Þ=l1; w0
lðk2r1Þwlðk1r1Þ=l2�wlðk2r1Þw0

lðk1r1Þ=l1

�u0lðk2r1Þulðk1r1Þ=l2þulðk2r1Þu0lðk1r1Þ=l1; �u0lðk2r1Þwlðk1r1Þ=l2þulðk2r1Þw0
lðk1r1Þ=l1

� �
ð22Þ

is a forward transfer matrix. Given the expansion coefficients in the inner shell, the
forward transfer matrix yields the expansion coefficients in the outer shell.

For electric, TE modes one proceeds in entirely analogous way. After matching
first the tangential components of magnetic field and then the tangential components
of electric field (note the medium-dependent prefactors of the tangential components
of JEL and HEL [cf. Eq. (13)]), the resulting equations are,
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ffiffiffiffiffi
e1
l1

r
ulðk1r1Þ; wlðk1r1Þ

u0lðk1r1Þ=e1; w0
lðk1r1Þ=e1

� �
AELð1Þ
BELð1Þ

� �

¼
ffiffiffiffi
e2
l2

q ulðk2r1Þ; wlðk2r1Þ
u0lðk2r1Þ=e2; w0

lðk2r1Þ=e2

� �
AELð2Þ
BELð2Þ

� �
:

ð23Þ

Hence

AELð1Þ
BELð1Þ

� �
¼ T�

Elð1Þ
AELð2Þ
BELð2Þ

� �
;

AELð2Þ
BELð2Þ

� �
¼ Tþ

Elð1Þ
AELð1Þ
BELð1Þ

� �
; ð24Þ

where

T�
Elð1Þ¼�ik1n1

�
ffiffiffiffiffi
e2
l2

r
w0

lðk1r1Þulðk2r1Þ=e1�wlðk1r1Þu0lðk2r1Þ=e2; w0
lðk1r1Þwlðk2r1Þ=e1�wlðk1r1Þw0

lðk2r1Þ=e2
�u0lðk1r1Þulðk2r1Þ=e1þulðk1r1Þu0lðk2r1Þ=e2; �u0lðk1r1Þwlðk2r1Þ=e1þulðk1r1Þw0

lðk2r1Þ=e2

� �
ð25Þ

and

Tþ
Elð1Þ¼�ik2n2

�
ffiffiffiffiffi
e1
l1

r
w0

lðk2r1Þulðk1r1Þ=e2�wlðk2r1Þu0lðk1r1Þ=e1; w0
lðk2r1Þwlðk1r1Þ=e2�wlðk2r1Þw0

lðk1r1Þ=e1
�u0lðk2r1Þulðk1r1Þ=e2þulðk2r1Þu0lðk1r1Þ=e1; �u0lðk2r1Þwlðk1r1Þ=e2þulðk2r1Þw0

lðk1r1Þ=e1

� �
ð26Þ

are the respective backward and forward transfer matrices for the electric, TE modes.
Here nj ¼ ffiffiffiffiffiffiffiffiejlj

p
; j ¼ 1; 2 is the refractive index of the jth shell. Again, at arriving at

the results (25) and (26), the Cramers rule (18) and the Wronskian identity (19) have
been used.

Given the respective forward and backward transfer matrices, the case of a mul-
ticoated sphere with an arbitrary number of shells then follows straightforwardly
from the two-shell case of the homogeneous sphere. The respective backward
T�(n) and forward T+(n) transfer 2 · 2 matrices,

Aðnþ 1Þ
Bðnþ 1Þ

� �
¼ TþðnÞ

AðnÞ
BðnÞ

� �
; ð27Þ

AðnÞ
BðnÞ

� �
¼ T�ðnÞ

Aðnþ 1Þ
Bðnþ 1Þ

� �
; ð28Þ

which translate the expansion coefficients A(n) and B(n) from the nth shell into the
coefficients A(n + 1) and B(n + 1) in the (n + 1)th shell, and vice versa, are obtained
from Eqs. (17), (22), (25), and (26) by a simple substitution of the medium-dependent
parameters labeled by the subscript 1 (2) with those of the nth (n + 1th) shell.

Provided that the respective coefficients AcL(n � 1) and BcL(n � 1) are known, the
coefficients AcL(n) and BcL(n) can be unambiguously determined, and vice versa. In
the case that the shell is the sphere shell different from the sphere core, one has for
each given c and l and at a given spherical interface of two shells 2 equations for 4
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sets of expansion coefficients AcL(j) and BcL(j), where j = n and either n � 1 or n + 1.
Hence, the total number of different sets of expansion coefficients comprising all j�s
from the interval 1 6 j 6 N + 1 is larger by two than the number of corresponding
equations. Therefore, in order to unambiguously determine the expansion coeffi-
cients at any shell, boundary conditions have to be imposed which unambiguously
fix two of the coefficients AcL(j) and BcL(j

0) for each given c and L, where in general
j „ j 0. First is the regularity condition of the physical solution at the sphere origin,

BELð1Þ ¼ BMLð1Þ � 0: ð29Þ
Before we proceed further, it turns out convenient to introduce the following ordered
products of the respective forward and backward 2 · 2 matrices,

TclðnÞ ¼
Yn�1

j¼1

Tþ
clðjÞ; MclðnÞ ¼

YN
j¼n

T�
clðjÞ: ð30Þ

The ordered products TclðnÞ are defined for 2 6 n 6 N + 1, whereas MclðnÞ are de-
fined for 1 6 n 6 N. Note that according to the definition, Tcð2Þ ¼ Tþ

c ð1Þ.
TcðnÞ ðMcðnÞ; 1 6 n 6 NÞ transfers expansion coefficients from the sphere core
(surrounding medium) to the nth shell. In the following, TcðnÞ and McðnÞ will also
be referred to as transfer matrices. In terms of transfer matrices TcðnÞ and McðnÞ,
the regularity boundary condition (29) implies the following matrix equation for
the unknown coefficients AcL(N + 1) = CcL and BcL(N + 1) = DcL,

AcLðN þ 1Þ
BcLðN þ 1Þ

� �
¼

CcL

DcL

� �
¼ TclðN þ 1Þ

AcLð1Þ
0

� �
: ð31Þ

Hence, the regularity condition unambiguously determines the m-independent ratio
DcL/CcL (denoted by a/2 and b/2 for the respective TM and TE modes by Jackson
[49]),

DcL=CcL ¼ T21;clðN þ 1Þ=T11;clðN þ 1Þ: ð32Þ
Note that for the case of a homogeneous sphere T � Tþ, r1 ” rs, and hence

DML=CML ¼ � u0lðk2rsÞulðk1rsÞ=l2 � ulðk2rsÞu0lðk1rsÞ=l1

w0
lðk2rsÞulðk1rsÞ=l2 � wlðk2rsÞu0lðk1rsÞ=l1

;

DEL=CEL ¼ � u0lðk2rsÞulðk1rsÞ=e2 � ulðk2rsÞu0lðk1rsÞ=e1
w0

lðk2rsÞulðk1rsÞ=e2 � wlðk2rsÞu0lðk1rsÞ=e1
:

ð33Þ

Upon taking into account our definition of Riccati–Bessel functions ul and wl and the
identity (20), one can easily verify that, in the case of a homogeneous sphere, the ra-
tios D/C for the respective TM and TE modes correspond to the Mie expansion coef-
ficients a and b (see Eqs. (2.127) of [50]),

DML=CML ¼ al ¼ �mw0
lðk2rsÞwlðk1rsÞ � qwlðk2rsÞw0

lðk1rsÞ
mf0lðk2rsÞwlðk1rsÞ � qflðk2rsÞw0

lðk1rsÞ
;

DEL=CEL ¼ bl ¼ � qw0
lðk2rsÞwlðk1rsÞ � mwlðk2rsÞw0

lðk1rsÞ
qf0lðk2rsÞwlðk1rsÞ � mflðk2rsÞw0

lðk1rsÞ
;

ð34Þ
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where, in the notation of Mie scattering community [54–57], here and only here
m ¼

ffiffiffiffiffiffiffiffiffiffi
e2=e1

p
, q ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
l2=l1

p
, and a more common form of the Riccati–Bessel functions

is used, namely wl(x) = xjl(x) = kul and flðxÞ ¼ xhð1Þl ðxÞ ¼ kwl. Note that the Mie
expansion coefficients a and b determine all the (extinction, scattering, absorption)
cross sections [50]. In the present case, by unambiguously specifying the m-indepen-
dent ratioDcL/CcL the regularity boundary condition (29) turns out sufficient to deter-
mine all the (extinction, scattering, and absorption) cross sections of a multicoated
sphere. One can show that them-independent ratioDcL/CcL is, up to a proportionality
factor, nothing but the transition, or T-matrix [51,52] of a multicoated sphere

�ikhtclðkhÞ ¼
DcL

CcL
¼ 1

2
e2igcl � 1
� �

¼ i sin gcle
igcl ; ð35Þ

where gcl are the scattering phase shifts. According to Eq. (32), the resonances of a
multicoated sphere are determined as zeroes of T11;clðN þ 1Þ. The above discussion
can be summarized by the statement that the 2 · 2 matrix TclðN þ 1Þ provides a
complete description of the scattering properties of a multicoated sphere with an
arbitrary number of shells.

Although the single interior boundary condition (29) is sufficient to determine all
the (extinction, scattering, and absorption) cross sections, it determines the fields in-
side and outside the multicoated sphere only up to an overall proportionality factor.
This proportionality factor can be fixed by requiring that, for a given frequency x,
the CcL coefficients be equal to the expansion coefficients of an incident electromag-
netic field in spherical coordinates. For the corresponding second (exterior) bound-
ary condition in the case of a dipole source, see Section 4. The second boundary
condition is only necessary if one wants to determine the field intensities within a
multicoated sphere, as in the case of thermal radiation from spherical microparticles
[11] and the stimulated Raman scattering [58,59].

The recursive transfer algorithm for the description of the scattering of a multi-
coated sphere has been successfully employed in our earlier studies [27,60,61] and
a comparison with experiment was performed [27,31]. For completeness, a different
matrix formulation has recently been initiated by Burlak et al. [62,63]. Some other
approaches are discussed by Fuller and Mackowski [64].

3.1. Perfectly conducting sphere core

The approximation of a perfect conductor is often used in model calculations
involving metals. Therefore, it is also included in our transfer-matrix treatment.
The approximation is an idealization of the metallic case which yields a reasonable
approximation in the far-infrared and microwave frequency ranges. Since a perfectly
conducting shell of radius rn effectively shields all its interior, the case a perfectly con-
ducting shell of radius rn is entirely equivalent to that of a perfectly conducting core
of radius rn. Hence, only the latter case is considered.

In the case of a perfectly conducting core, the regularity boundary condition (29)
is replaced by the conditions of vanishing of the tangential component of the electric
field and the radial component of the magnetic field [49],
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Ek ¼ 0; B? ¼ 0: ð36Þ
In the preceding section, the interior (regularity) boundary condition (29) specified
(up to a proportionality factor) the following initial vector for a forward recurrence,

AcLð1Þ
BcLð1Þ

� �
¼

1

0

� �
: ð37Þ

We will show here that the case of the perfectly conducting boundary conditions (36)
at the sphere core differs from the case treated in Section 3 merely in the choice of the
recurrence initial vector. Indeed, outside the core, the electric and magnetic fields are
as usual expanded into series (8)–(10). For a given mode, the two boundary condi-
tions in Eq. (36) yield an identical constraint on the expansion coefficients AcL(2) and
BcL(2). For the magnetic mode, the constraint is

ulðk2r1ÞAMLð2Þ þ wlðk2r1ÞBMLð2Þ ¼ 0; ð38Þ
whereas for the electric mode the constraint is

u0lðk2r1ÞAELð2Þ þ w0
lðk2r1ÞBELð2Þ ¼ 0: ð39Þ

The respective constraints are solved by taking

AMLð2Þ ¼ n1wlðk2r1Þ; BMLð2Þ ¼ �n1ulðk2r1Þ; ð40Þ

AELð2Þ ¼ n2w
0
lðk2r1Þ; BELð2Þ ¼ �n2u

0
lðk2r1Þ; ð41Þ

where nj, j = 1,2 are some ambiguous, in general complex proportionality factors,
which may depend on the magnetic angular number m. Therefore, the corresponding
initial vectors for the forward recurrence become

AMLð2Þ
BMLð2Þ

� �
¼ n1

wlðk2r1Þ
ulðk2r1Þ

� �
;

AELð2Þ
BELð2Þ

� �
¼ n2

w0
lðk2r1Þ

u0lðk2r1Þ

� �
: ð42Þ

Since the perfectly conducting boundary conditions (36) imply that no electromag-
netic field penetrates the core, it turns out convenient to relabel the shells according
to n fi n � 1, by which the sphere core formally disappears from the formalism. The
only remnant of the perfectly conducting core is the said change in the initial vector
for a forward recurrence [Eq. (37) vs Eq. (42)].

Once the initial vectors for a forward recurrence are (up to proportionality fac-
tors) determined, the rest of the procedure is exactly the same as in the preceding sec-
tion and the case of a multilayered sphere with a perfectly conducting core becomes
formally the same as that of a penetrable core of Section 3. Again, as in the previous
section, the proportionality factors n1 and n2 are, if necessary, fixed by imposing an
appropriate second boundary condition. However (see Section 3), the latter is not
required if only cross sections are to be calculated.
4. Transfer-matrix solution for a multicoated sphere with a source

In this section, the forward T+(n) and backward T�(n) transfer matrices (17), (22),
(25), and (26), and their ordered products TðnÞ and MðnÞ, as introduced by Eqs.



366 A. Moroz / Annals of Physics 315 (2005) 352–418
(30) in the preceding section, will be employed for the description of electromagnetic
fields of a multicoated sphere with an electric-dipole source. In the case of a multi-
layered sphere with a perfectly conducting core it will be assumed that, as described
in Section 3.1, the shells have been relabeled according to n fi n � 1.

The electric field at r due to an electric-dipole p at rd radiating at frequency x in a
medium with e, l is given for r > rd by [13]

EdðrÞ ¼
X
L

adMLHMLðk; rÞ þ adELHELðk; rÞ
� �

;

HdðrÞ ¼ �i

ffiffiffi
e
l

r X
L

adMLHELðk; rÞ þ adELHMLðk; rÞ
� �

;
ð43Þ

where

adML ¼ 4piðk3=eÞp � J�
MLðk; rdÞ;

adEL ¼ 4piðk3=nÞ
ffiffiffi
l
e

r
p � J�

ELðk; rdÞ ¼ 4piðk3=eÞp � J�
ELðk; rdÞ;

ð44Þ

k being the wave vector in the medium where the dipole is embedded. For r < rd, one
interchanges jl and hð1Þl and one has

EdðrÞ ¼
X
L

adMLJMLðk; rÞ þ adELJELðk; rÞ
� �

;

HdðrÞ ¼ �i

ffiffiffi
e
l

r X
L

adMLJELðk; rÞ þ adELJMLðk; rÞ
� �

;
ð45Þ

where

adML ¼ 4piðk3=eÞp �H�
MLðk; rdÞ;

adEL ¼ 4piðk3=nÞ
ffiffiffi
l
e

r
p �H�

ELðk; rdÞ ¼ 4piðk3=eÞp �H�
ELðk; rdÞ:

ð46Þ

To avoid confusion, asterisk here and in Eq. (44) above denotes the complex conju-
gation which only applies to the vector spherical harmonics and not to the spherical
Bessel functions [13,14].

Let the dipole be radiating in the nth shell. Then the combined field in the
nth shell is characterized by two sets of the expansion coefficients, one at the
lower shell boundary and the other at the upper shell boundary (unless the
shell is the (N + 1)th shell, i.e., the ambient host medium). Hence, the electro-
magnetic fields within a generic shell, where the dipole is located, are given
for r < rd as
E<ðrÞ ¼
X
cL

½ðAcL þ adcLÞJcLðkn; rÞ þ BcLHcLðkn; rÞ�;

H<ðrÞ ¼ �i

ffiffiffiffiffi
eh
lh

r X
cL

½ðAcL þ adcLÞJELðkn; rÞ þ BcLHcLðkn; rÞ�;
ð47Þ
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and, for r > rd, as

E>ðrÞ ¼
X
cL

½AcLJcLðkn; rÞ þ ðBcL þ adcLÞHcLðkn; rÞ�;

H>ðrÞ ¼ �i

ffiffiffiffiffi
eh
lh

r X
cL

½AcLJELðkn; rÞ þ ðBcL þ adcLÞHcLðkn; rÞ�
ð48Þ

[see also Eq. (52) below]. Within any other shell, electromagnetic fields are expanded
into series (8)–(10) as in Section 3.

By imposing two boundary conditions, an interior boundary condition (either reg-
ularity condition (29) at the sphere center, or a perfectly conducting boundary condi-
tion (36) at the sphere core boundary) and an exterior boundary condition at the
sphere outer boundary, it will be shown that the expansion coefficients AcL and
BcL at any shell are unambiguously determined as m-independent linear combina-
tions of the dipole expansion coefficients adcL and adcL. The interior boundary condi-
tion does not depend on the dipole position, i.e., whether the dipole is inside or
outside the sphere. The condition is the same as in the absence of the dipole source.
We have seen in Section 3 that imposing an interior boundary condition is tanta-
mount to the choice of an appropriate initial vector for the forward recurrence,
i.e., either (37) or (42). On the other hand, the exterior boundary condition at the
sphere outer boundary does depend on the dipole position. One has to strictly dis-
tinguish whether the dipole is inside or outside the sphere. The reason is that there
is an incident dipole field on the sphere in the latter case, whereas the incident dipole
field is absent in the former case. Hence, iff the dipole is within the sphere, the result-
ing solution is required to satisfy the outgoing boundary conditions outside the sphere,
i.e., AEL(N + 1) = AML(N + 1) ” 0, or

CEL ¼ CML ¼ 0: ð49Þ
On the other hand, if the dipole is outside the sphere, one imposes at the sphere outer
boundary AcLðN þ 1Þ ¼ adcL, or

CcL ¼ adcL: ð50Þ

In the following, the focus will be mainly on the case of the interior regularity bound-
ary condition (29), and hence of the initial vector (37) for the forward recurrence.
The necessary modification to be made for the case of a perfectly conducting core
specified by the perfectly conducting boundary conditions (36) are briefly summa-
rized in Section 4.3.

4.1. Electromagnetic fields outside the multilayered sphere

The goal is to determine the DcL coefficients. Three separate cases are distin-
guished: (i) dipole in a generic sphere shell different from the core and ambient (ii)
dipole in the sphere core, and (iii) dipole outside the sphere. In all these case it will
be shown that the DcL coefficient is an m-independent linear combination of the di-
pole field expansion coefficients adcL and adcL. We shall begin with the case of an elec-
tric dipole in a generic sphere shell different from the core.
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4.1.1. Dipole source within a generic shell

According to expansions (47) and (48), combined field in the nth shell, which is
different from the core and from the ambient, is characterized by two sets of the
expansion coefficients, one at the lower shell boundary [with the (n � 1)th shell],

AcLðnÞ þ adcL; BcLðnÞ; ð51Þ

and the other at the upper shell boundary [with the (n + 1)th shell],

AcLðnÞ; BcLðnÞ þ adcL: ð52Þ

Using ordered products of the forward (backward) transfer matrices one can trans-
late the expansion coefficients AcL and BcL between the sphere core (sphere exterior)
and any given interior shell. Indeed, upon imposing the boundary conditions (49),
or, equivalently, using the initial vector (37), one finds,

AðnÞ þ ad

BðnÞ

� �
¼ TðnÞ

Að1Þ
0

� �
; ð53Þ

AðnÞ
BðnÞ þ ad

� �
¼ MðnÞ

0

D

� �
; ð54Þ

where TðnÞ ¼
Qn�1

j¼1T
þðjÞ and MðnÞ ¼

QN
j¼nT

�ðjÞ are the ordered products of trans-
fer matrices introduced by Eq. (30). In what follows, only the relations between
expansion coefficients AcL and BcL for a given polarization c and angular momentum
L in different shells mediated by ordered products T and M of transfer matrices are
of any relevance. Therefore, for the sake of clarity, the c and L subscripts of the
expansion coefficients and of ordered products will be temporarily suspended here
and hereafter, except for the resulting formulas. Eqs. (53) and (54) imply

BðnÞ ¼ T21ðnÞAð1Þ; AðnÞ ¼ M12ðnÞD; ð55Þ
and

AðnÞ þ ad ¼ T11ðnÞAð1Þ; BðnÞ þ ad ¼ M22ðnÞD: ð56Þ
We remind that the goal is to determine D in terms of the dipole field expansion coef-
ficients ad and ad. Upon inverting the second equation in (56),

D ¼ M�1
22 BðnÞ þM�1

22 a
d ¼ M22½ ��1

T21Að1Þ þM�1
22 a

d ; ð57Þ
where, in the last equation, we have substituted for B(n) according to the first equa-
tion in (55). We remind here that M�1

ik denotes the inverse of the matrix element Mik

and should not be confused with the (ik)th matrix element of the inverse matrixM�1.
Similarly for T�1

ik . For the sake of clarity, the argument n of M and T will be dis-
regarded for the rest of the section. According to the first equation in (56),

Að1Þ ¼ T�1
11 AðnÞ þT�1

11 a
d ¼ T�1

11 M12DþT�1
11 a

d : ð58Þ
Therefore,

D ¼ M�1
22 T21Að1Þ þM�1

22 a
d ¼ M�1

22 T21T
�1
11 ðM12Dþ adÞ þM�1

22 a
d : ð59Þ
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Hence, after inverting the second equation in (56), substituting for B(n) from the first
equation in (55), substituting for A(1) from the first equation in (56), and for A(n)
from the second equation in (55),

DcL ¼
M�1

22;cl T21;clT
�1
11;cla

d
cL þ adcL

� 	
1�M�1

22;clT21;clT
�1
11;clM12;cl

¼
T21;clT

�1
11;cla

d
cL þ adcL

M22;cl �T21;clT
�1
11;clM12;cl

¼
T11;cladcL þT21;cladcL

M22;clT11;cl �M12;clT21;cl
; ð60Þ

where the polarization and angular momentum subscripts are showed again. Simi-
larly, after inverting the second equation in (55), substituting for A(n) from the first
equation in (56), substituting for A(1) from the first equation in (55), and for B(n)
from the second equation in (56),

DcL ¼ �
M�1

12;cl T11;clT
�1
21;cla

d
cL þ adcL

� 	
1�M�1

12;clT11;clT
�1
21;clM22;cl

¼ �
T11;cladcL þT21;cladcL

M12;clT21;cl �M22;clT11;cl
� ð61Þ

As expected, the expressions (60) and (61) yield identical results.

4.1.2. Dipole source within the sphere core

In the case of a homogeneous sphere, or, in the case when the dipole source is lo-
cated in the sphere core, one solves for

Að1Þ
ad

� �
¼ Mð1Þ

0

D

� �
; ð62Þ

which yields

DcL ¼ adcL=M22;clð1Þ: ð63Þ

Note in passing that the formula also follows from Eq. (60) by setting T21 ¼ 0 and
T11 to an arbitrary nonzero number.

4.1.3. Dipole source outside the sphere

In the case of a dipole source located outside the sphere, the second boundary con-
dition in Eq. (49) is to be replaced by the boundary condition (50).Hence one solves for

ad

D

� �
¼ TðN þ 1Þ

Að1Þ
0

� �
; ð64Þ

which yields

DcL ¼ T21;clðN þ 1Þ=T11;clðN þ 1Þ
� �

adcL: ð65Þ

Note in passing that the formula also follows from Eq. (60) by setting M12 ¼ 0,
M22 ¼ 1, and adc ¼ 0. It should be emphasized that Eq. (65) is only valid when the
observation point r satisfies r < rd. In view of the dipole field expansions (43) and
(45), for r > rd the coefficient CcL vanishes and DcL changes into
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DcL ¼ adcL þ ½T21;clðN þ 1Þ=T11;clðN þ 1Þ�adcL: ð66Þ

Note that the ratioT21=T11 has been related to the Mie coefficients a and b [see Eqs.
(32)–(34)].
4.1.4. Compact form of the DcL expansion coefficient

Results of preceding subsections prove that irrespective of the dipole position, the
expansion coefficient DcL is an m-independent linear combination of the dipole field
expansion coefficients adcL and adcL, which have been defined by Eqs. (44) and (46).
Schematically,

DcL ¼ P cladcL þ Qcla
d
cL; ð67Þ

where the coefficients Pcl and Qcl do not depend on m. Consequently, each expansion
coefficient DcL can be written in terms of a general vector multipole FcL defined by
Eq. (3) as follows:

DcL ¼ 4piðk3=eÞp � F�
cLðk; rdÞ; ð68Þ

where k and e are the wave vector and dielectric constant in the dipole medium and
[compare Eqs. (67) and (68)]

fcl ¼ P cljl þ Qclh
ð1Þ
l : ð69Þ

As a consequence of Eqs. (44) and (46), the complex conjugation in Eq. (68) only
applies to the vector spherical harmonics and not to the spherical Bessel functions.
Note that, in contrast to Eq. (3), the linear combinations fcl for the electric and mag-
netic polarization are different. Therefore, the first line of Eq. (5) does not apply in
the present case.

According to Eqs. (60) and (69), for the dipole within a shell different from the
core,

P cl ¼
T11;cl

M22;clT11;cl �T21;clM12;cl
;

Qcl ¼
T21;cl

M22;clT11;cl �T21;clM12;cl
�

ð70Þ

For the dipole source within the sphere core, Eq. (63) implies that

P cl ¼ M�1
22;cl; Qcl ¼ 0: ð71Þ

For the dipole source outside the sphere, Eqs. (65) and (92) imply that

P cl ¼ 1; Qcl ¼ T21;cl=T11;cl: ð72Þ

According to Eqs. (70)–(72) one can easily verify that the coefficients Pcl and Qcl do
not depend on m. The fact follows from the spherical symmetry of the problem,
which implies that neither forward nor backward scattering matrix depends on m.
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Therefore, as already indicated, the only dependence of DcL on m is via the vector
spherical harmonics of the general vector multipole FcL [see Eq. (3)].
4.2. Electromagnetic fields inside the multilayered sphere

Results of Section 4 provided compact formulas which allow one to determine
electromagnetic fields outside the sphere, irrespective of the dipole position. How-
ever, for instance if energy dissipation is to be calculated, it is also important to
determine electromagnetic fields inside the sphere. Provided the nth shell is between
the dipole shell and the (N + 1)th shell (see Section 4.2.1), the expansion coefficients
AcL(n) and BcL(n) in the nth shell can be obtained as m-independent linear combina-
tions of the expansion coefficients CcL and DcL on the outside sphere boundary by
applying the backward transfer matrix MðnÞ ¼

QN
j¼nT

�ðjÞ. Electromagnetic fields
at r within the nth shell are then straightforwardly obtained using Eqs. (8)–(10).
However, this formal approach would have overlooked that the linear combinations
AcL(n)JcL(kn,r) + BcL(n)HcL(kn, r) for a given c and L often factorize into the product
of two terms, one dependent of the dipole location rd and the other dependent of r
[see Eq. (75) below]. The latter will have important consequences for speeding up
numerical calculations.

The goal of this section is to have closer look at the expansion coefficients AcL(n)
and BcL(n) in the nth shell and to simplify the expression resulting by applying the
backward and forward transfer matrices MðnÞ and TðnÞ. Without any loss of gen-
erality, let n be the number of shell under consideration and nd be the shell number,
where dipole is radiating. We will distinguish the following three different cases: (i)
nd < n or nd = N + 1, (ii) nd = n, and (iii) n < nd < N + 1.

4.2.1. The case when either nd < n or n < nd = N + 1

Using the backward transfer matrix MðnÞ, the expansion coefficients AcL(n)
and BcL(n) in the nth shell are obtained as linear combinations of CcL(n) and
DcL(n),

AcLðnÞ ¼ M11;clðnÞCcL þM12;clðnÞDcL;

BcLðnÞ ¼ M21;clðnÞCcL þM22;clðnÞDcL;
ð73Þ

where, in the sphere core, either the regular boundary condition, BcL(1) ” 0 [see Eq.
(29)], or the perfectly conducting boundary condition (36) is applied. The CcL coef-
ficient is zero except for the case of a dipole outside the sphere. Therefore, for the
dipole radiating inside the sphere, Eq. (73) for the expansion coefficients within
the nth shell reduce to

AcLðnÞ ¼ M12;clðnÞDcL; BcLðnÞ ¼ M22;clðnÞDcL: ð74Þ

Eq. (73) then only apply if the dipole is radiating outside the sphere. Now, for the
dipole radiating outside the sphere, one has DcL ¼ ½T21;clðN þ 1Þ=T11;clðN þ 1Þ�adcL
[see Eq. (65)] and, according to Eq. (50), CcL ¼ adcL, where adcL is given by Eq. (46).
Therefore, in view of Eqs. (73) and (74), the preceding discussion can be summarized
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by the following important conclusion: irrespective of the dipole location, the expan-
sion coefficients AcL(n) and BcL(n) within the nth shell are both proportional to either
DcL (if the radiating dipole is inside the sphere) or adcL (if the dipole is radiating out-
side the sphere). Hence

AcLðnÞJcLðkn; rÞ þ BcLðnÞHcLðkn; rÞ ¼ dcLðk; rdÞGcLðkn; rÞ; ð75Þ
where GcL is a general vector multipole (3) with an m-independent linear combina-
tion of Bessel functions

gclðknrÞ ¼ acljlðknrÞ þ bclh
ð1Þ
l ðknrÞ; ð76Þ

the respective k ¼ x
ffiffiffiffiffiffiffiffiffi
edld

p
=c and kn ¼ x

ffiffiffiffiffiffiffiffiffi
enln

p
=c are the wave vector in the dipole

and in the nth shell, and

dcL ¼
DcL; dipole inside the sphere;

adcL; dipole outside the sphere:

(
ð77Þ

For a dipole inside the sphere, the acl and bcl coefficients are obtained from the ana-
logue of Eq. (74), which is obtained by substituting on the left-hand side the acl and
bcl in place of AcL(n) and BcL(n) and by replacing on the right-hand side of Eq. (74)
DcL by unity, i.e.,

acl ¼ M12;clðnÞ; bcl ¼ M22;clðnÞ: ð78Þ
For dipole outside the sphere, the acl and bcl coefficients are obtained from the ana-
logue of Eq. (73), which is obtained by substituting on the right-hand side of Eq. (73)
the nonzero dipole field expansion coefficients CcL by unity and DcL by
T21;clðN þ 1Þ=T11;clðN þ 1Þ (the two last replacement are equivalent to replacing
adcL by unity), i.e.,

acl ¼ M11;clðnÞ þM12;clðnÞT21;clðN þ 1Þ=T11;clðN þ 1Þ;
bcl ¼ M21;clðnÞ þM22;clðnÞT21;clðN þ 1Þ=T11;clðN þ 1Þ:

ð79Þ

Note different arguments of M and T here. The coefficients acl and bcl should be
confused neither with the Mie coefficients, nor, in the case of acl, with the dipole
expansion coefficient adcL as given by Eq. (44). The dipole expansion coefficient is dis-
tinguished by the superscript d and by an explicit dependence on the magnetic angu-
lar number m. It should be reminded that, similarly to the case of the dipole field
expansion coefficient DcL [see Eq. (67)], the linear combinations gcl of Bessel func-
tions for the electric and magnetic polarizations are different. Therefore, the first line
of Eq. (5) does not apply to GcL.

Regarding the right-hand side of Eq. (75), the dependence on the material con-
stants of the medium at the dipole location rd is contained in dcL, whereas the depen-
dence on the material constants on the material constants of the shell medium is
explicitly introduced via kn in the argument of gcl(knr). The dependence of the entire
sphere geometry and its material properties contained in acl, bcl, and dcL is not shown
explicitly. We would like to emphasize that the acl and bcl coefficients defined here do
depend neither on the magnetic number m nor the dipole location rd. Therefore, the
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linear combination gcl of Bessel functions, defined by Eq. (76), does only depend on
the orbital angular number l. The only dependence on the magnetic number m on the
right-hand side of Eq. (75) is introduced via dcL and the transverse and longitudinal
vector spherical harmonics in the general multipole GcL. Factorization of the linear
combinations AcL(n)JcL(kn, r) + BcL(n)HcL(kn, r) for each c and L into the product of
two terms, one independent of the dipole location and the other independent of r
within the nth shell, as provided by Eq. (75), will have important consequences for
speeding up numerical calculations.

4.2.2. The case n < nd < N + 1

In this case the dipole shell is between the surrounding of sphere medium and the
nth shell under consideration, yet nd „ N + 1. Therefore, one can no longer use the
transfer matrix MðnÞ to transfer electromagnetic fields between the N + 1th and
nth shells, as we did in preceding subsections. However, using TðnÞ, one can transfer
electromagnetic fields between the sphere core and the nth shell,

AcLðnÞ ¼ T11;clðnÞAcLð1Þ; BcLðnÞ ¼ T21;clðnÞAcLð1Þ: ð80Þ

Thus, the linear combinations AcL(n)JcL(kn, r) + BcL(n)HcL(kn, r) for each c and L

again factorize in the form (75), where now

dcLðrdÞ ¼ AcLð1Þ; gclðknrÞ ¼ T11;clðnÞjlðknrÞ þT21;clðnÞhð1Þl ðknrÞ; ð81Þ

i.e.,

acl ¼ T11;clðnÞ; bcl ¼ T21;clðnÞ: ð82Þ
It only remains to determine the coefficient AcL(1). However, this can be easily
accomplished by substituting expression (60) for DcL into Eq. (58). After a simple
algebra one finds

AcLð1Þ ¼
M12;clðndÞadcL þM22;clðndÞadcL

M22;clðndÞT11;clðndÞ �M12;clðndÞT21;clðndÞ
: ð83Þ

Upon substituting the expressions (44) and (46) for the dipole field expansion coef-
ficients adcL and adcL into Eq. (83), one finds

AcLð1Þ ¼ 4piðk3=eÞp � V�
cLðk; rdÞ; ð84Þ

where VcL(k, rd) is a general vector multipole (3) with an m-independent linear com-
bination of Bessel functions

vclðkrdÞ ¼
M12;clðndÞjlðkrdÞ þM22;clðndÞhð1Þl ðkrdÞ

M22;clðndÞT11;clðndÞ �M12;clðndÞT21;clðndÞ
: ð85Þ

As a consequence of Eqs. (44) and (46), the complex conjugation in Eq. (84) only
applies to the vector spherical harmonics and not to the spherical Bessel functions.
The last two formulas can readily be obtained by a slight modification of arguments
presented in Section 4.1.4.
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4.2.3. The case of an interior dipole shell nd = n

Let us now consider the case when the dipole is within the shell under consider-
ation, which is different from the ambient. Then CcL ” 0 and the expansion coeffi-
cients AcL(n) and BcL(n) can most easily be obtained from the matrix equation
(54), wherein the respective expressions (60) and (63) for the dipole within a generic
shell and within the sphere core are substituted for DcL.

AcLðnÞ ¼ M12;clðnÞDcL; BcLðnÞ ¼ M22;clðnÞDcL � adcL; ð86Þ

It should be emphasized that if the dipole shell is the very first shell, an interior
boundary condition is applied, which limits the AcL(1) and BcL(1) coefficients accord-
ing to either Eq. (37) or Eq. (42) (see Section 3.1 for more details). In any case, note
that the interior boundary condition BcL(1) ” 0 is automatically satisfied if the
expression (63) for DcL is substituted in the second of Eq. (86). For the dipole source
within a generic shell one finds upon substituting the formula (60) for DcL in Eq.
(86),

BcLðnÞ ¼
M12;clT21;cladcL þM22;clT21;cladcL

M22;clT11;cl �M12;clT21;cl
: ð87Þ

Hence, similarly toDcL, theBcL coefficient is also anm-independent linear combination
of the dipole field expansion coefficients adcL and a

d
cL. However, unlike the preceding two

cases, for nd = n > 1 the linear combinationsAcL(n)JcL(kn, r) + BcL(n)HcL(kn, r) do not
factorize in the product of the form given by Eq. (75).

4.3. Modifications for a perfectly conducting core

According to Section 3.1, the change from the regularity boundary condition
(29) to the perfectly conducting boundary conditions (36) at the sphere core
amounts to a mere replacement of the initial vector for a forward recurrence from
(37) to (42), accompanied by the relabeling n fi n � 1 of shells. The reason for the
relabeling is that the sphere core is formally excluded from the formalism, since
no field penetrates the perfectly conducting sphere core boundary. For dipole
within (after relabeling) the very first shell, the AcL(1) coefficient in Eq. (42) is re-
placed according to Eq. (51) by AcLð1Þ þ adcL. For dipole within the second and
higher shell, one can verify that the results of the preceding subsections remain
valid, provided that, for respective polarizations, one replaces the vector (37) on
the right-hand side of Eqs. (53), (55), (56), (64), and (80) by the vectors given
by Eq. (42).
5. Time-averaged dipole radiated power

In Sections 3 and 4.2, electromagnetic fields inside and outside the multilayered
sphere in the presence of a radiating electric dipole have been determined. In this sec-
tion, we use this knowledge to calculate the time-averaged total radiated power, P,
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and the angular distribution of the radiated power, dP/dX. The total radiated power
of a dipole is found by integrating the radial component of the time-averaged Poyn-
ting vector over the surface of a sphere with large radius r [13],

P ðrÞ ¼ r2
I

hSi � r0 dX; ð88Þ

and then letting the integration sphere radius r fi 1. In the free space, the
time-averaged power radiated per unit solid angle by the oscillating electric-dipole
moment p is

dP 0

dX
¼ c

8p
r2Re ½r0 � ðE� B�Þ� ¼ c

8p
k4jr0 � ðr0 � pÞj2: ð89Þ

The state of polarization of the radiation is given by the vector inside the absolute
value signs. If the components of p all have the same phase, the angular distribution
is a typical dipole pattern,

dP 0

dX
¼ c

8p
k4 jpj2sin2h; ð90Þ

where the angle h is measured from the direction of p. The time-averaged total radi-
ated power of a free dipole is then [13,49]

P 0 ¼ c
8p

ffiffiffiffiffi
eh
lh

r
r2
I

jEj2 dX ¼ ck4hp
2

3e2h

ffiffiffiffiffi
eh
lh

r
¼ ck4hp

2

3ehnh
: ð91Þ

The presence of a multilayered sphere modifies the radiated field. The expansion
coefficients CcL and DcL outside the multilayered sphere were unambiguously deter-
mined in terms of the dipole expansion coefficients adcL and adcL by solving the Max-
well equations in the presence of the scatterer by imposing two boundary conditions,
one [Eq. (29)] at the sphere center and the second [either (49) or (50)] at the outer
boundary of the multilayered sphere. If the dipole is within the multilayered sphere,
then, according to Eq. (49), CcL ” 0 since there is no incident field on the sphere. On
the other hand, CcL „ 0 if the dipole is outside the scatterer, since there is an incident
field on the sphere due to the radiating dipole [Eq. (50)]. Note in passing that the
incident dipole field on the sphere is only present for r < rd. Indeed, in view of the
dipole field expansions (43) and (45) [see also expansions (47) and (47)], the expan-
sion coefficients CcL become identically zero for r > rd, and the expansion coefficients
DcL change into

DcL ! DcL þ adcL: ð92Þ

Therefore, irrespective if the dipole is located inside or outside the sphere, the field
outside the multilayered sphere for r > rd can be represented by the expansion

EðrÞ ¼
X
L

DMLHML þ DELHEL½ �;

HðrÞ ¼ �i

ffiffiffiffiffi
eh
lh

r X
L

DMLHEL þ DELHML½ �:
ð93Þ
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5.1. Angular distribution of the radiated power

For a time-harmonic electromagnetic field, the time-average of the Poynting
vector over interval large compared to the fundamental period is given by
[49]

hSi ¼ c
4p

hE0 �H0i ¼
c
8p

Re½E0 �H�
0�; ð94Þ

where E0 and H0 are complex vector functions of position and c is the speed of light
in the vacuum. The time-averaged angular distribution of the radiated power, dP/
dX, is calculated as the rfi 1 limit of ÆSæ,

dP
dX

¼ c
8p

lim
r!1

r2 Re ½E0 �H�
0�


 �
� r0: ð95Þ

One has ðE0 �H�
0Þ � r0 ¼ E0 � ðH�

0 � r0Þ. Since ðH�
0 � r0Þ is transverse, one has

E0 � ðH�
0 � r0Þ ¼ E0k � ðH�

0 � r0Þ. Upon using identities (9.1.23), (10.1.11), and
(10.1.12) of [48] one finds in the asymptotic region of z fi 1,

hð1Þl ðzÞ � i�lhð1Þ0 ðzÞ ¼ i�l�1 e
iz

z
; ð96Þ

and, in the asymptotic region of r fi 1,

dðrhlÞðkhrÞ
dr

� i:i�l�1eikhr;
dðrhlÞ�ðkhrÞ

dr
� �i:i�l�1e�ik�hr: ð97Þ

Therefore, for r � rs,

E0kðrÞ �
X
L

i�l�1½DMLY
ðmÞ
L þ iDELY

ðeÞ
L � e

ikhr

khr
;

H�
0ðrÞ � r0 ¼

ffiffiffiffiffi
eh
lh

r �

�i
X
L

i�l�1½iDMLðYðeÞ
L � r0Þ þ DELðYðmÞ

L � r0Þ�
( )�

e�ik�hr

k�hr

�
ffiffiffiffiffi
eh
lh

r � X
L

i�l�1½DMLY
ðmÞ
L þ iDELY

ðeÞ
L �

( )�
e�ik�hr

k�hr
¼

ffiffiffiffiffi
eh
lh

r �

E�
0kðrÞ:

ð98Þ
Finally,

dP ðrÞ
dX

¼ e�2k00hr

8pjkhj2
c Re

ffiffiffiffiffi
eh
lh

r �� 
jE0kðrÞj2

¼ e�2k00hr

2
c Re

ffiffiffiffiffi
eh

r �� X
i�l�1½DMLY

ðmÞ
L þ iDELY

ðeÞ
L �

����
����
2

: ð99Þ

8pjkhj lh L

� �
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5.2. Total radiated power

The total radiated power is obtained by integrating the time-averaged angular dis-
tribution of the radiated power, dP/dX, over a large concentric spherical surface in
the usual way. Using integral identities (B.3), (B.8), and (B.7), and assuming that the
flux is calculated at the distance r > rd outside the sphere, and hence that the expan-
sion (93) can be used, one finds for r � rs

P ðrÞ ¼ c
4p

r2
I

hSi � r0 dX ¼ c
8p

r2
I

fRe½E0 �H�
0�g � r0 dX

¼ e�2k00hr

8pjkhj2
c Re

ffiffiffiffiffi
eh
lh

r �� X
L

½jDMLj2 þ jDELj2�; ð100Þ

where k00h is the imaginary part (if any) of the wave vector in the surrounding medium.
Indeed, upon introducing the identities (B.3), (B.8), and (B.7) in the first equation in
(100), one arrives at

P ðrÞ ¼ c
8p

r2Re i

ffiffiffiffiffi
eh
lh

r �X
L

DMLD�
ML0

I
ðHML �H�

EL0 Þ � r0 dX
�(

þDELD�
EL0

I
ðHEL �H�

ML0 Þ � r0 dX
�

¼ c
8p

r2Re i

ffiffiffiffiffi
eh
lh

r �X
L

jDMLj2hlðkhrÞ
ðrhlÞ0ðkhrÞ

khr

� ���(

�jDELj2
ðrhlÞ0ðkhrÞ

khr
h�l ðkhrÞ

�
:

ð101Þ

In arriving at the result (100) one uses identities (96) and (97) for r� rs. The differ-
ence in sign in front of jDMLj2 and jDELj2 in Eq. (101) is then compensated by the
following identities in the asymptotic region r � rs,

hlðkhrÞ
ðrhlÞ0ðkhrÞ

khr

� ��
� �i

e�2k00hr

jkhj2r2
;

ðrhlÞ0ðkhrÞ
khr

h�l ðkhrÞ � i
e�2k00hr

jkhj2r2
: ð102Þ

Note in passing that in the case of an absorbing host medium, k00h > 0, the dipole
radiated power, as expected, vanishes in the limit r fi 1.

5.2.1. Summation over the magnetic number

The resulting expression for the total dipole radiated power (100) can be further
simplified by performing in the sum

X1 Xl
½jDMLj2 þ jDELj2� ð103Þ
l¼1 m¼�l
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the summation over the magnetic angular momentum number m. According to Eq.
(68) established in Section 4.1.4, irrespective of the dipole position each expansion
coefficient DcL can be written as follows,

DcL ¼ 4piðk3=eÞp � F�
cLðk; rdÞ; ð104Þ

where k and e are the wave vector and dielectric constant in the dipole medium and
FcL is a general vector multipole defined by Eq. (3) with an m-independent linear
combination of Bessel functions fcl given by Eq. (69).

The sum rules [52,65] imply that

Xl
m¼�l

Y
ðmÞ
L ðrÞ	Y

ðmÞ�
L ðrÞ¼ 2lþ1

8p
ðeh	ehþ e/	e/Þ;

Xl
m¼�l

Y
ðeÞ
L ðrÞ	Y

ðeÞ�
L ðrÞ¼ 2lþ1

8p
ðeh	 ehþe/	 e/Þ;

Xl
m¼�l

Y
ðoÞ
L ðrÞ	Y

ðoÞ�
L ðrÞ¼ 2lþ1

4p
er	er;

Xl
m¼�l

Y
ðmÞ
L ðrÞ	Y

ðeÞ�
L ðrÞ¼

Xl
m¼�l

Y
ðmÞ
L ðrÞ	Y

ðoÞ�
L ðrÞ¼

Xl
m¼�l

Y
ðeÞ
L ðrÞ	Y

ðoÞ�
L ðrÞ� 0;

ð105Þ

where er, eh, and e/ are the orthonormal unit vectors of the spherical coordinate
system and 	 denotes the tensor product of vectors (dyadic) in R3. Therefore, for
a general multipole (3),

Xl
m¼�l

jp � FMLðk; rÞj2 ¼
2lþ 1

8p
jfMlðkrÞj2ðjphj

2 þ jp/j
2Þ;

Xl
m¼�l

jp � FELðk; rÞj2 ¼
2lþ 1

4p
lðlþ 1Þ jfElðkrÞj

2

jkj2r2
jprj

2

þ 2lþ 1

8p
jðrf ElÞ

0ðkrÞj2

jkj2r2
ðjphj

2 þ jp/j
2Þ:

ð106Þ

Consequently, upon combining Eqs. (68) and (106) the sum over m in Eq. (103) is
easily performed,

X
L

½jDMLj2 þ jDELj2� ¼ 4pðjkj6=jej2Þlðlþ 1Þð2lþ 1Þ jfElðkrÞj
2

jkj2r2
jprj

2 þ 2pðjkj6=jej2Þ

� ð2lþ 1Þ jfMlðkrÞj2 þ
jðrf ElÞ

0ðkrÞj2
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" #
ðjphj

2 þ jp/j
2Þ:

ð107Þ

Upon substituting the results into Eq. (100),
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where fcl is given by Eq. (69) and the dipole position was temporarily denoted by r.
In arriving at Eq. (108) we have used that jkhj2 = jkj2jnhj2/jnj2. We remind here that
k, e, and n are the wave vector, dielectric constant, and refractive index in the dipole
medium, whereas kh, eh, and nh are the corresponding quantities in the surrounding
sphere medium (ambient).
6. Energy dissipation in the case of an absorbing shell

The formula for the energy flux density (in the Gaussian units), S = c(E · H)/4p,
remains valid in variable electromagnetic fields, even if dispersion is present. The rate
of change of the energy in unit volume of the body is $ Æ S. In the case when the
absorption is negligible (transparency window), i.e., the imaginary parts of e and l
are small compared to their respective real parts, the energy can be defined after
averaging over the characteristic period of electromagnetic field. As a result, one ob-
tains the so-called Brillouin expression,

U ¼ 1

8p
E � E� d½xeðxÞ�

dx
þH �H� d½xlðxÞ�

dx

� �
: ð109Þ

By averagingwith respect to time and assuming that the amplitude of amonochromatic
electromagnetic field is a constant, one can find the steady (averaged) inflow of energy
Q per unit time and unit volume from the external sources which maintain the field,

Q ¼ ck0
8p

ðe00jEj2 þ l00jHj2Þ; ð110Þ

where k0 is the vacuum wave vector and e00 (l00) is the imaginary part of the dielectric
function (magnetic permeability) at the observation point. However, as is shown in
Appendix C, the formula (110) for Ohmic losses remains valid even in the regions of
high absorption near resonance frequencies of the permittivity and permeability
when the Brillouin expression (109) is no longer valid.

In this section, the total Ohmic loss, Pnrad, is calculated according to formula

P nrad ¼
Z
a
QðrÞdr; ð111Þ

where Q is given by Eq. (110) and the volume integral extends over all the absorbing
regions. For simplicity, we will assume that l00 ” 0, i.e., the Ohmic losses will be en-
tirely determined by an integral of the squared amplitude of the electric intensity.
The case of both e00 and l00 being nonzero follows then straightforwardly. In order
to avoid confusion between the dipole shell, where the dipole is radiating, and an
absorbing shell, from now on ka and ea will stand for the respective wave vector
and the dielectric constant in the absorbing medium, whereas k and e will denote
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the corresponding quantities in the dipole shell. The respective dipole and absorbing
shells will bear the labels nd and na and it will be assumed that nd „ na. The latter case
is the most interesting from the practical point of view. The remaining case of nd = na
follows easily from the results of Section 4.2.3 (see also Section 9 where the frequency
shift is treated) and is left as an exercise.

According to Eq. (8), the electric field at r within a given nth shell due to a dipole p
at rd (either inside or outside the sphere) radiating at frequency x is given as follows,

EðrÞ ¼
X
cL

½AcLðnÞJcLðkn; rÞ þ BcLðnÞHcLðkn; rÞ�; ð112Þ

where AcL(n) and BcL(n) are the familiar expansion coefficients. It has been shown is
Section 4.2 [see Eqs. (75), (76), (77), and (81)] that in either of the cases nd < na,
nd = N + 1, na < nd < N + 1,

AcLðnaÞJcLðka; rÞ þ BcLðnaÞHcLðka; rÞ ¼ dcLðk; rdÞGcLðka; rÞ:
Here the vector multipole GcL(kn,r), which is independent of dipole position, is char-
acterized by an m-independent linear combination of the Bessel functions gcl defined
by Eqs. (76) and (81), whereas dcL(k, rd), which does depend on the dipole position
and dipole medium properties, is defined by Eqs. (77) and (81). Upon substituting
the respective expressions (46) and (68) for the dipole field expansion coefficient
adcL and DcL into Eq. (77), and upon using the formula (84) for AcL(1), one finds

dcLðk; rdÞ ¼ 4piðk3=eÞp � d�cLðk; rdÞ; ð113Þ

dcL ¼
F�
cL; dipole inside the sphere and nd < na;

H�
cL; dipole outside the sphere;

V�
cL; dipole inside the sphere and na < nd < N þ 1:

8><
>: ð114Þ

(Note that the complex conjugation in Eqs. (113) and (114) only applies to the vector
spherical harmonics and not to the spherical Bessel functions.)

Let us now turn to the calculation of the integral on the right-hand side of Eq.
(111). Upon combining relations (113), (76), and (81) with integration identities
(B.10) and (B.11), one obtainsZ Z I
a
jEj2 dr ¼

a
r2dr jEðrÞj2 dX
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 !" #
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ð115Þ
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Here �a denotes the radial integration over the sphere shell with a nonzero imaginary
part of the dielectric constant and

IMl ¼
Z

a
jaMljlðkarÞ þ bMlhlðkarÞj2r2 dr;

I ð1ÞEl ¼ lðlþ 1Þ
jkaj2

Z
a
jaEljlðkarÞ þ bElhlðkarÞj2 dr;

I ð2ÞEl ¼ 1

jkaj2
Z

a
jaElðrjlÞ

0ðkarÞ þ bElðrhlÞ0ðkarÞj2 dr:

ð116Þ

Note that in virtue of the factorization (75), the respective integrals defined by Eq.
(116) do not depend on the dipole location, as long as the dipole remains to be lo-
cated within a given shell. Therefore, when dipole position is varied within a given
shell, it is sufficient to calculate the integrals (116) only once, what greatly facilitates
and speeds up numerical calculation.

6.1. Summation over the magnetic number

As in the calculation of the total radiative power in Sections 5.2 and 5.2.1, the
expression on the r.h.s. of Eq. (115) can be considerably simplified by performing
the sum over the magnetic number m. Indeed, using expressions (106), which are va-
lid for any multipole of the form as that on the r.h.s. of Eq. (3),Xl

m¼�l

jp � dMLðk; rÞj2 ¼
2lþ 1

8p
jdMlðkrÞj2ðjphj

2 þ jp/j
2Þ;

Xl
m¼�l

jp � dELðk; rÞj2 ¼
2lþ 1

4p
lðlþ 1Þ jdElðkrÞj2

jkj2r2
jprj

2

þ 2lþ 1

8p
jðrdElÞ0ðkrÞj2

jkj2r2
ðjphj

2 þ jp/j
2Þ;

ð117Þ

where throughout this subsection r denotes the dipole position. Upon substituting
expressions (117) back into Eq. (115),Z

jEj2 dr ¼ 4pjkj6

jej2
X
l

ð2lþ 1Þ lðlþ 1Þ IEl
jdElðkrÞj2

jkj2r2
p2r

(

þ IMljdMlðkrÞj2 þ IEl
jðrdElÞ0ðkrÞj2
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" #
p2h þ p2/

2

)
; ð118Þ

where we have introduced IEl � I ð1ÞEl þ I ð2ÞEl . According to our hypothesis, the imaginary
part of the magnetic permeability is zero, l00 ” 0. Therefore, by combining Eqs. (110),
(111), and (118), the time-averaged Ohmic loss Pnrad of an oscillating dipole is

P nrad ¼ P nrad
? þ P nrad

k ¼ cjkj6jk0j
2jej2

e00a
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l
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According to Eq. (114), the linear combinations of Bessel functions

dcl ¼
fcl; dipole inside the sphere and nd < na;

hð1Þl ; dipole outside the sphere;

vcl; dipole inside the sphere and na < nd < N þ 1;

8><
>: ð120Þ

where fcl [see Eqs. (67)–(69)] is the same linear combinations of Bessel functions as in
the case of the total radiated power treated in Sections 5.2 and 5.2.1. The linear com-
bination of Bessel functions vcl has been determined by Eq. (85). Note in passing that
all the integrals in (116) have dimension of 1/k3. Therefore, as expected, the Ohmic
loss Pnrad has the same dimension as the dipole total radiated power [see, for in-
stance, Eq. (91)].
7. Inelastic scattering

The goal of this section is to provide the description of the intensity and angular
distribution of an inelastically scattered light. All the necessary formulas have been
laid down in Sections 4 and 5. Therefore, it turns out sufficient here to only provide
recipes of how to combine and use the formulas of the preceding sections.

By the very definition of inelastic scattering of a monochromatic light, the scat-
tered light has a shifted frequency compared to the incident light. There are several
mechanisms of inelastic scattering (e.g., Compton scattering). In the following, the
focus will be on the so-called combination or Raman scattering, which has its origin
in excitations and deexcitations of different vibrational levels of molecules [1,4]. In
the Raman scattering, shifted requencies do not depend on the scattering angle
and both the red- and blue-shifted frequencies may appear. The red- and blue-shifted
frequencies are conventionally called the Stokes and anti-Stokes lines, respectively.
The angular distribution and polarization of the emitted fluorescent and Raman
radiation is different from the elastically scattered right and from the corresponding
distributions for the inelastic scattering by free molecules. The measurements of this
inelastically scattered radiation may provide useful information regarding the size,
shape, and refractive index of the particle. In general, the angular distribution in-
volves more terms in the series expansion. These additional terms will contain infor-
mation about the sphere radius, which is of interest to cell biology [7,9,10] and
atmospheric physics [6,8]. For example, atmospheric aerosols may fluoresce [8]
and this might be used to provide a means for their chemical identification and to
measure their content in the atmosphere. Also Raman and fluorescent backscatter-
ing can be used for remote sensing of molecular species in the atmosphere [6,8]. The
angular distribution of the radiated power, dP/dX, as given by Eq. (99), when used
in conjunction with the Lorentz–Mie scattering, provides an information on the dis-
tribution of the inelastically scattering molecules within the particle [1].

In the following, it will be assumed that the timescale on which the incident light is
applied is significantly longer than the molecular vibrational transitions. Therefore, a
conventional model of the inelastic scattering will be adopted [4,5], according to
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which (a) the incident light is assumed to be applied continuously and (b) the band-
width of the applied light is sufficiently narrow so that there is no overlap with a
shifted frequency of inelastically scattered light. A conventional model of the inelas-
tic scattering [4,5] comprises two steps. In the first step, a molecule or atom located at
a particular position is excited by absorption of a photon at an incident frequency
x0. The excited molecule electric-dipole moment is expressed as [4,5]

pðxRÞ ¼ aRElocðr;x0Þ; ð121Þ
where xR „ x0 is a shifted Raman frequency and aR is the molecular Raman polar-
izability. The primary, or the local field, Eloc is the total electric field at the molecule
position, which is given by the sum of the incident and scattered fields,
Eloc = Ei + Es. The field Eloc can be determined anywhere inside and outside a mul-
ticoated sphere using the results of Section 3. The molecular Raman polarizability aR
is a phenomenological parameter, which is proportional to the probability that the
active molecule is raised to an excited state. The latter is in turn assumed to be pro-
portional to the number density of active molecules at a given location [82], provided
that the density of the active molecules is not too high. It is well known experimen-
tally that fluorescence intensity as a function of the duration of (constant) irradiation
by a monochromatic light steadily decreases with time, i.e., the so-called photoble-
aching occurs [32,82]. The latter case can be modeled by a time (and the incident
light intensity) dependent Raman polarizability aR.

The second step is the emission of radiation at a shifted Raman frequency xR by
the active molecules, which is entirely characterized by the field of the induced molec-
ular dipole p given by Eq. (121). Using expansions (43), (45), (47), and (48) for the
induced molecular dipole p, the total Raman field, ER(r,xR) can be determined any-
where outside and inside a multicoated sphere using the results of Sections 4.1 and
4.2. For instance, the Raman signal ER(r,xR) outside the sphere at the observer coor-
dinate r is given by expansion (48). The latter is sometimes schematically written in
the form [4,5]

ERðr;xRÞ ¼ Edðr;xRÞ þ Esðr;xRÞ; ð122Þ

where Ed is the field of an oscillating molecular dipole p as given by Eq. (43), and Es

is the dipole field after experiencing scattering due to the presence of boundaries [giv-
en by the expansion coefficients AcL and BcL in the expansion (48)]. ER(r,xR) con-
tains a complete information about the amplitude, phase, and polarization of the
inelastically scattered field at any location, be it outside, inside, or at the surface
of a multicoated sphere. Since the induced molecular dipole p(xR) according to
Eq. (121) provides a link between the applied and inelastically scattered fields, the
conventional model of the inelastic scattering [4,5] amounts to a simple superposition
of the results of Section 3 with those of Section 4.1 and 4.2. Obviously, in the case of
a remote sensing only the results of Section 4 are relevant. Angular distribution of
the time-averaged radiated power and the time-averaged total radiated power are
then straightforwardly determined using results of Section 5.

If a comparison is to be made between theory and experiment, the following two
facts have to be taken into account. First, for an incoherent emission from a distri-
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bution of sources within the particle it turns out necessary to sum the time-averaged
power over the molecular dipoles distribution within the particle. For a coherent

emission, the electric field at the point of observation has to be added prior to the
time-averaged power calculation. Second, for randomly oriented dipole sources an
average has to be performed over different dipole orientations. It is worthwhile to
emphasize that the transversely radiated power Pi enters with a factor 2 in an orien-
tational average, since there are possible two different transverse dipole orientations.
Hence, the orientational average at a given radial distance r from the sphere center is

�P ¼ ð2P k þ P?Þ=3: ð123Þ

The same also applies to the orientational average of the angular distribution of the
radiated power.

Note in passing that the conventional model of the inelastic scattering [4,5] can
easily be extended to also cover the case when there is an overlap between the
band-width of the applied light and the shifted frequency x of the inelastically scat-
tered light. One has only need to (i) take into account that the CcL coefficient be-
comes nonzero and (ii) amend the formulas of Section 4 appropriately. In the case
of the so-called stimulated Raman scattering [58,59], one needs to determine the mor-
phology-dependent resonances. According to Eq. (32), the resonances of a multi-
coated sphere within our formalism are determined as zeroes of T11;clðN þ 1Þ. The
angle-averaged internal electric field intensities can then be calculated using the re-
sults of Section 3.
8. Changes in the spontaneous emission—normalized transition rates

The decay rate of an excited molecule inside or outside a multilayered sphere is
calculated here from the viewpoint of electromagnetic theory. In the latter case,
the decay rate of the emitting dipole is obtained by considering the two mecha-
nisms through which energy is dissipated. One is the time-averaged total radiated
power or the radiative loss, Prad, which has been calculated from the Poynting
vector in Section 5.2, and the other is the nonradiative loss due to the Ohmic
losses inside the sphere absorptive shell, Pnrad, which has been calculated in Sec-
tion 6. Afterward the correspondence principle (1) is applied which enables one to
relate the two mechanisms through which energy is dissipated to corresponding
radiative, Wrad, and nonradiative, Wnrad, decay rates. It is reminded that, as in
Chew et al. [1,2,13,14] treatment, any coherence between elementary emitters is
neglected and only coherence properties of the radiation field are taken into ac-
count.

8.1. Normalized radiative decay rates

According to the correspondence principle (1), the quantum theoretical expres-
sion for the power radiated by the spontaneous emission from an excited state in
an electric (a magnetic) dipole transition is obtained from the classical expression
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for the power radiated by an electric (a magnetic) dipole, by replacement of the di-
pole moment by the corresponding transition matrix element. In order to character-
ize the change in the spontaneous emission due to the presence of a scatterer, one
usually determines the ratio of the power radiated by a dipole in the presence of
the scatterer to the power radiated by the dipole in a free-space homogeneous med-
ium. The free-space homogeneous medium is either characterized by the optical con-
stants of the ambient surrounding the scatterer, or the free-space homogeneous
medium optical constants can be taken to be those of a scatterer shell wherefrom
the dipole is radiating. Obviously, the latter normalization has only sense if the shell
medium is nonabsorbing. In the case of an absorbing shell medium, only the normal-
ization of the dipole decay rates with respect to the dipole decay rates in the nonab-
sorbing host medium is an option. For the sake of notation, throughout this section
the wave vector, dielectric constant, and refractive index of a given interior shell will
be denoted by k, e, and n, whereas in the ambient the usual notation kh, eh, and nh
will be maintained.

8.1.1. Dipole outside the scatterer

In the case of a dipole radiating at the position r outside the sphere, the respective
sets {k, e, n} and {kh, eh, nh} coincide. Upon combining Eqs. (91) and (108) for
k00h ¼ 0, defining Prad = P(r), and using correspondence principle (1), one finds for
the dipole oscillating in the respective radial and tangential directions the following
change in the dipole radiative decay rates (normalized to the decay rates in a free
space filled in with the surrounding sphere host medium),
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According to Eqs. (66), (69), and (72) one has

fclðkrÞ ¼ jclðkrÞ þ ½T21;cl=T11;cl�hclðkrÞ: ð125Þ

In the special case of a homogeneous sphere, the ratioT21;cl=T11;cl is nothing but the
corresponding Mie coefficient (see Eqs. (32)–(34) and compare with Eqs. (4a) and
(4b) of Chew [13]). Hence, in Eq. (5) of [13], fMlðkrÞ ¼ jnðy2Þ þ anh

ð1Þ
n ðy2Þ and

fElðkrÞ ¼ jnðy2Þ þ bnh
ð1Þ
n ðy2Þ. Therefore, our results for the dipole radiative decay

rates are identical to those obtained by Chew [13].
8.1.2. Dipole inside the scatterer

Let us first consider radiative dipole decay rates normalized to the decay rates in a
free-space having the optical constants of the ambient surrounding the scatterer.
Upon combining Eqs. (91) and (108), one finds for the dipole at the position r inside
the spherical scatterer oscillating in the respective radial and tangential directions the
following change in the radiative dipole decay rates:
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where we have used that

jnj3

jejn2h

ffiffiffiffiffi
eh
lh

r
¼ jnj3eh

jejn3h
: ð127Þ

We remind here that the linear combinations fcl of the spherical Bessel functions are
determined by Eqs. (69)–(71). For instance, the latter equation implies that, in the
case of dipole within the sphere core,

fclðkrÞ ¼ jlðkrÞ=M22;clð1Þ: ð128Þ
For completeness, when the decay rates are normalized to the decay rates in a free-
space having the optical constants of the sphere shell wherefrom the dipole is radi-
ating,
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Note that in a nonmagnetic medium with l = lh one has eh=e ¼ n2h=n
2, and hence

jnj3eh
jejn3h

¼ jnj=nh; ðjnj=nhÞ6ðeh=jejÞ2 ¼ jej=eh: ð130Þ

Therefore, the respective normalized radiative decay rates, i.e., those normalized
with respect to the free-space dipole radiative rates in a given sphere shell medium
and in the ambient, respectively, differ by the factor jnj/nh [14].

The equivalence of our results for the dipole radiative decay rates in the case of a
homogeneous sphere with those obtained by Chew [13,14] is discussed in Appendix
E. It is worthwhile to remember that in the case of a homogeneous sphere one finds
the normalized decay rates in the Rayleigh limit for kr 
 1 independent of polariza-
tion and the location of dipole within the particle and given by the expression Wrad/
W 0 = 9/(2 + e)2 [14].

8.2. Normalized nonradiative decay rates

As in the case of radiative decay rates, we have here two possibilities in calculating
normalized nonradiative decay rates. One can divide the resulting Ohmic loss, Pnrad,
which has been calculated in Section 6.1, either by the free-space time-averaged total
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radiated power, P0, in the same medium as where the dipole inside the sphere is radi-
ating, or by the free-space time-averaged total radiated power in the surrounding
sphere medium. We remind here that k, e, and n are the wave vector, dielectric con-
stant, and refractive index at the dipole position, whereas kh, eh, and nh are the cor-
responding quantities in the embedding (ambient) medium. Note that for the
vacuum wave vector k0 one has

k0 ¼ jkhj=jnhj ¼ jkj=jnj: ð131Þ
Hence, one finds for the dipole oscillating in the respective radial and tangential
directions at the position r inside or outside the spherical scatterer the following non-
radiative decay rates. Those normalized with respect to the free-space radiative decay
rates in the same medium as where the dipole is radiating are
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where Icl have been determined as integrals over absorbing shell in Section 6 [see Eqs.
(116) combined with IEl � I ð1ÞEl þ I ð2ÞEl ] and the linear combination of Bessel functions
dcl is given by Eq. (120). In arriving to the result, we have, using relations (131),
substituted jkj2jk0jn = jkj3.

The nonradiative decay ratesWnrad normalized with respect to the free-space radi-
ative decay rates in the ambient are

W nrad
?

W 0
?

¼ P nrad
?
P 0
?

¼ 3

2

jkj3jnj3

n3h

eh
jej2

e00a
X
l

lðlþ 1Þð2lþ 1ÞIEl
jdElðkrÞj2

jkj2r2
;

W nrad
k

W 0
k

¼
P nrad
k

P 0
k

¼ 3

4

jkj3jnj3

n3h

eh
jej2

e00a
X
l

ð2lþ 1Þ IMljdMlðkrÞj2 þ IEl
jðrdElÞ0ðkrÞj2

jkj2r2

" #
:

ð133Þ
The prefactor can be simplified in a nonmagnetic case when l = lh, in which case
eh=jej ¼ n2h=jnj

2, and hence

jnj3

n3h

eh
jej2

¼ jnj
nh

1

jej � ð134Þ

Hence, as in the case of radiative decay rates, the respective nonradiative decay rates
normalized with respect to the dipole radiative rates in a given shell medium and in
the ambient, respectively, differ by the factor jnj/nh.

Note that Eq. (120) implies for dipole inside the sphere dcl = fcl, where fcl deter-
mines the radiative decay rates (see previous section). Therefore, the nonradiative
rates can be viewed in that case as the radiative rates modulated by coefficients
Icl. The latter depend on the entire sphere geometry and material constants of
all shell.
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9. Green’s function and frequency shift

When a radiating atom or molecule interacts with the electromagnetic fields per-
turbed by the presence of a multilayered spherical cavity both the decay rate and the
transition frequency are modified [38]. In the regime of validity of the Wigner–Weiss-
kopf approximation (weak coupling, or linear-response, region), decay is exponential
and the whole process is characterized by two numbers: the spontaneous emission
rate and the radiative (Lamb) shift of the transition frequency, and both processes
are linked via a Hilbert transform (see Eqs. (2.18) and (2.19) of [38]). So far, only
changes in the electric-dipole radiative decay rates have been considered, which
can easier be detected experimentally. Indeed, the decay rate is calculated in the first
order of perturbation theory. On the other hand, the normalized change in the tran-
sition frequency, (x � x0)/x0 (also called the frequency or energy-level shift) in-
duced by the presence of a multilayered spherical cavity is a second order
perturbation theory result [39] and hence more challenging to observe experimen-
tally. Nevertheless, it has been demonstrated by Mabuchi and Kimble [66] that the
optical forces associated with evanescent fields of optical whispering gallery modes
and cavity-induced frequency level shifts may be used to confine atoms in stable or-
bits around a dielectric microsphere. In this section, as in the discussion of the radi-
ative decay rates, any coherence between elementary emitters is neglected and only
coherence properties of the radiation field are taken into account.

In the case of spontaneous decay rates, entirely classical treatment in the spirit of
Chew [13,14] and Ruppin [12] has been used. In the case of the frequency shift, the
classical and quantum-mechanical result obtained within the domain of applicability
of the linear-response theory, or in the weak coupling regime [38,39], are again equiv-
alent [67]. The basic assumption here is, of course, that the transition frequency is
not appreciably changed by the presence of a (multilayered) sphere. In the case of
a homogeneous sphere, the quantum-mechanical linear-response formalism of Agar-
wal [38] and of Wylie and Sipe [39] yields the normalized transition rates as [13,47,67]

W

W 0
¼ 1þ 3en

2p2k3n
Im ½p �Gðrd ; rd ;x0Þ � p� ¼ 1þ Im

3en
2p2k3n

p � Esðrd ;x0Þ; ð135Þ

where kn ¼ x0
ffiffiffiffi
en

p
=c is the emission wave vector in the sphere absence and G(r, rd,x)

denotes the scattering Greens function normalized such that the electric field Es(r,x)
of the scattered radiation at r due to a dipole p radiating at frequencyx at rd is given by

Esðr;xÞ ¼ Gðr; rd ;xÞ � p: ð136Þ
According to the expansions (47) and (48), the scattered electric field Es(r,x) within
the dipole shell is the part of the total electromagnetic field given by the expansion
coefficients AcL and BcL. The field Es(r,x) accounts for the effect of the boundary
upon the dipolar field and is what Chew�s et al. called secondary field [1,4]. Obvi-
ously, in the absence of any boundaries Es(r,x) ” 0 and, as expected, there is no
change in the transition rates.

Whereas change in the decay rate induced by the presence of a a (multilayered)
sphere is determined by the imaginary part of G(r, r,x), which is in turn proportional
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to the local density of states [68], the effective shift in the frequency separation of two
levels is given in terms of the real part of G(r, r,x) (see [47], Appendix C of [38], and
[67]),

x� x0

W 0
¼ � 3en

4p2k3n
Re ½p �Gðrd ; rd ;x0Þ � p� ¼ �Re

3en
4p2k3n

p � Esðrd ;x0Þ: ð137Þ

Equivalence of the classical and quantum-mechanical approaches in the spherical
geometry has been verified by Chew [13], who has shown that decay rates calculated
by Eq. (135) coincide with those obtained classically (see also Appendix E). Note in
passing that in order to determine the induced change in both decay rate and
frequency shift, the scattering Greens function is only needed at coinciding
arguments. The scattering Greens function can easily be obtained using results of
Section 4.1 and 4.2.

9.1. Dipole outside the sphere

Let us first consider the special case when the dipole is radiating outside the sphere
in the ambient, in which case results of Section 4.1 apply. Then, the outgoing field is
given by

P
cLDcLHcL, where, depending whether the observation point r satisfies

r < rd or r > rd, DcL is given by Eqs. (65) and (66), respectively. However, for
r > rd, the field directly radiated by the dipole without suffering any scattering also
contributes to the outgoing field. Upon subtracting the dipole radiated part, which
has been given by Eq. (43), one finds that, irrespective of the observation point loca-
tion, the scattered field

EsðrÞ ¼ EðrÞ � EdðrÞ ¼
X
cL

T21;clðN þ 1Þ=T11;clðN þ 1Þ
� �

adcLHcLðkh; rÞ: ð138Þ

Using the explicit form of adcL as given by Eq. (46),

EsðrÞ ¼ 4piðk3h=ehÞ
X
cL

½T21;clðN þ 1Þ=T11;clðN þ 1Þ�½p �H�
cLðkh; rdÞ�HcLðkh; rÞ:

ð139Þ
Therefore, for r, rd P rs,

Gðr; rd ;xÞ ¼ 4piðk3h=ehÞ
X
cL

½T21;clðN þ 1Þ=T11;clðN þ 1Þ�HcLðkh; rÞ 	H�
cLðkh; rdÞ;

ð140Þ
where 	 denotes the tensor product of vectors (dyadic) in R3. It is reminded here that
the complex conjugation only applies to the vector spherical harmonics and not to
the spherical Bessel functions. In order to compare our results with Chew�s Eqs.
(6 0) and (7 0) of [13], let us temporarily define

al ¼ T21;MlðN þ 1Þ=T11;MlðN þ 1Þ; bl ¼ T21;ElðN þ 1Þ=T11;ElðN þ 1Þ: ð141Þ
For r = rd, the sum over magnetic angular number m can be explicitly performed
upon using the sum rules (105), and one then arrives at
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Gkðr; r;xÞ ¼ iðk3h=ehÞ
X
l

ðlþ 1
2
Þ al½hð1Þl ðkhrÞ�2 þ bl

½ðrhð1Þl Þ0ðkhrÞ�2

k2hr
2

( )

� ðeh 	 eh þ e/ 	 e/Þ;

G?ðr; r;xÞ ¼ iðk3h=ehÞ
X
l

lðlþ 1Þð2lþ 1Þbl
½hð1Þl ðkhrÞ�2

k2hr
2

er 	 er;

ð142Þ

from which Chew�s Eqs. (6) and (7) of Ref. [13] easily follow.

9.2. Dipole inside the sphere

Let us now proceed with the case when the dipole is radiating inside the sphere
and let us assume that both r and rd are within the nth interior dipole shell. Upon
using Eq. (86), in combination with Eq. (68) and Eq. (87), for each c and L one has

AcLðnÞJcLðkn; rÞ þ BcLðnÞHcLðkn; rÞ
� 4piðk3n=enÞp � ½Z

ð1Þ�
cL ðkn; rdÞ 	 JcLðkn; rÞ þ Z

ð2Þ�
cL ðkn; rdÞ 	HcLðkn; rÞ�; ð143Þ

where

Z
ð1Þ�
cL ðkn; rdÞ ¼ M12;clF

�
cLðkn; rdÞ;

Z
ð2Þ�
cL ðkn; rdÞ ¼

M12;clT21;clJ
�
cLðkn; rdÞ þM22;clT21;clH

�
cLðkn; rdÞ

M22;clT11;cl �M12;clT21;cl
�

ð144Þ

Note that, in contrast to Chew�s [13] homogeneous sphere case, Bcl „ 0, unless the
dipole shell is the sphere core, in which case the regularity boundary condition
(29) is applied.

According to Eqs. (47) and (48), the scattered field Es within the dipole shell is
that characterized by the multipole expansion with the AcL and BcL coefficients.
Therefore, for r and rd both within the nth interior shell,

Gðr; rd ;xÞ ¼ 4piðk3h=ehÞ
X
cL

½JcLðkn; rÞ 	 Z
ð1Þ�
cL ðkn; rdÞ þHcLðkn; rÞ 	 Z

ð2Þ�
cL ðkn; rdÞ�:

ð145Þ
For r = rd, the sum over magnetic angular number m can be explicitly performed
upon using the sum rules (105), and one then arrives at

Gkðr;r;xÞ¼ iðk3n=enÞ
X
l

ðlþ 1
2
Þ
"
zð1ÞMlðknrÞjMlðknrÞþ zð2ÞMlðknrÞhMlðknrÞ

þðrzð1ÞEl Þ
0ðknrÞðrjElÞ

0ðknrÞþðrzð2ÞEl Þ
0ðknrÞðrhElÞ0ðknrÞ

k2nr2

#
ðeh	ehþe/	 e/Þ;

G?ðr;r;xÞ¼ iðk3n=enÞ
X
l

lðlþ1Þð2lþ1Þz
ð1Þ
El ðknrÞjElðknrÞþ zð2ÞEl ðknrÞhElðknrÞ

k2nr2
er	 er;

ð146Þ
where, for the sake of clarity, hl ¼ hð1Þl here. The frequency shift can then be deter-
mined by substituting the respective formulas (142) and (146) in Eq. (137).
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10. Numerical results

The performance and convergence properties of our numerical implementation
has been first tested for the calculation of the radiative and nonradiative decay rates
in the homogeneous sphere case. In particular, Figs. 2 and 3 of [13] and Fig. 1 of [14]
Fig. 2. Radiative decay rates normalized to the free-space decay rates in water (assuming refractive index
nw = 1.33) as a function of the sphere radius for a dipole radiating at wavelength of 595nm located at a
distance of 1nm from the surface of a homogeneous gold nanosphere embedded in water. The average
value plotted by dotted line is the orientational average over dipole orientations at a given radial distance r
from the sphere center determined from the averaged radiated power �P according to Eq. (123).

Fig. 3. Normalized radiative and nonradiative decay rates at wavelength of 595nm as a function of dipole
position in the case of Au@SiO2 sphere with r1 = 248nm and r2 = rs = 300nm embedded in water
(nw = 1.33).
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have been reproduced. Another test was performed for the setup of a recent exper-
iment by Dulkeith et al. [70], where the radiative and nonradiative decay rates of liss-
amine dye molecules, chemically attached to differently sized gold nanoparticles,
were investigated in aqueous solution by means of time-resolved fluorescence exper-
iments. Attached lissamine dye molecules were modeled as a tangentially oriented di-
pole located at a distance of 1nm from the surface of a homogeneous gold
nanosphere and radiating at wavelength of 595nm. The theoretical results for decay
rates as a function of the sphere radius presented in Fig. 4 of Dulkeith et al. [70] were
obtained by employing the quasistatic model of Gersten and Nitzan [71] which, for a
dipole outside a homogeneous sphere and in its close proximity, yields [72] (see also
[43])

W rad
?

W 0
?

¼ 1þ 2
rs

rs þ d

� �3 es � eh
es þ 2eh

�����
�����
2

;

W rad
k

W 0
k
¼ 1� rs

rs þ d

� �3 es � eh
es þ 2eh

�����
�����
2

;

ð147Þ

where d is the distance between the dipole (molecule) and the spherical surface. The
Gersten and Nitzan model is often employed for rs 
 k and d 
 k, k being the emis-
sion wavelength. However, in contrast to Chew results for radiative decay rates
[13,14], the theory of Gersten and Nitzan [71] does not yield the correct asymptotic
results for a flat surface in the limit rs fi 1 with a fixed value of d. Moreover, as
emphasized by Kim et al. [72], in addition to the conditions rs 
 k and d 
 k, the
value of sphere radius rs cannot be too large for a fixed d if the Gersten and Nitzan
model [71] is to be applied. Therefore, it turned out worthwhile to recalculate the
Fig. 4. Normalized radiative decay rates at wavelength of 595nm as a function of dipole position in the
case of SiO2@Au sphere with r1 = 248nm and r2 = rs = 300nm embedded in water (nw = 1.33). The empty
region for r=rs 2 ð0:82�6; 1Þ corresponds to the metallic shell.
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decay rates for the same setup as in Fig. 4 of Dulkeith et al. [70] using the exact meth-
od of Chew [13,14]. The results for radiative decay rates normalized to the free-space
decay rates in water (assuming refractive index nw = 1.33) are shown in Fig. 2. The
average value is the orientational average over dipole orientations at a given radial
distance r from the sphere center determined from the averaged radiated power �P
according to Eq. (123). It appears that the radial decay rate is more than one mag-
nitude larger than the tangential decay rate in the whole range of sphere radii. The
tangential radiative decay rate exhibits a pronounced minimum at the distance of
4nm from the gold nanoparticle, in accordance with experiment. It has been argued
by Dulkeith et al. [70] that this is in consequence of a phase shift between the molec-
ular and the metal dipole leading to a destructive interference effect. The local min-
imum of Wi at 4nm appears to be slightly deeper than in [70], which is partially
attributed to a different choice of the dielectric constant of gold, which was here cho-
sen according to [69]. Apart from that, the overall agreement between the Gersten
and Nitzan model [71] and the exact method of Chew [13,14] for sphere radii from
1 to 30nm appears to be very good. Both the radial and tangential radiative decay
rates exhibit an oscillatory behavior as a function of the sphere radius (surface cur-
vature). The oscillatory behavior becomes only apparent for a larger range of sphere
radii as that in Fig.2. Note in passing that in the quasistatic model of Gersten and
Nitzan [71] a weak oscillatory behavior of radiative rates versus rs is absent. In
the calculation, neither size-dependent correction to the gold dielectric function
(see Eq. (149) below and [74]), nor nonlocal effects [42,43] were taken into account
(see Section 11.1 below for more details). Both these effects may effect the calculated
decay rates for metal spheres with radius smaller than about 10nm [43].

After successfully passing the test for the homogeneous sphere case, our method
has been tested for coated spheres. Since a detailed comparison of theory and exper-
iment regarding gold-coated silica beads will be studied elsewhere [32], only a few
typical cases are presented here. Fig. 3 displays the radiative and nonradiative decay
Fig. 5. Normalized nonradiative decay rates at wavelength of 595nm as a function of dipole position in
the case of SiO2@Au sphere with r1 = 248nm and r2 = rs = 300nm embedded in water (nw = 1.33).
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rates as a function of dipole position for a dipole radiating at wavelength of 595nm
in the case of Au@SiO2 sphere with r1 = 248nm and r2 = rs = 300nm embedded in
water (nw = 1.33). The respective Figs. 4 and 5 show the radiative and nonradiative
decay rates as a function of dipole position in the case of SiO2@Au sphere with
r1 = 248nm and r2 = rs = 300nm. The respective radiative and nonradiative decay
rates as a function of dipole position in the case of SiO2@Au@SiO2 sphere with
r1 = 200nm, r2 = 248nm, and r3 = rs = 300nm are shown in Figs. 6 and 7. In all
Fig. 6. Normalized radiative decay rates at wavelength of 595nm as a function of dipole position in the
case of SiO2@Au@SiO2 sphere with r1 = 200nm, r2 = 248nm, and r3 = rs = 300nm embedded in water
(nw = 1.33). The empty region for r=rs 2 ð0:66�6; 0:82�6Þ corresponds to the metallic shell.

Fig. 7. Normalized nonradiative decay rates at wavelength of 595nm as a function of dipole position in
the case of SiO2@Au@SiO2 sphere with r1 = 200nm, r2 = 248nm, and r3 = rs = 300nm embedded in
water (nw = 1.33).
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figures, the decay rates are normalized with respect to the free-space radiative decay
rates in the dipole medium. Empty r/rs regions correspond to the metallic regions:
first, one does not place dyes inside a metal and second, the description of decay
rates in a strongly absorbing medium goes beyond the scope of theory presented
here. In the calculation, the dielectric constant of SiO2 was taken to be nSiO2

= 1.45,
dipole radiation wavelength was assumed to be 595nm, and spheres were embedded
in water (nw = 1.33). Depending on the dipole position, the radiative decay rates can
be either enhanced or suppressed with respect to the free-space decay rates in the
same medium. It is apparent from the figures that, in the proximity of a metal shell,
(i) the nonradiative decay rates are by far more dominant compared to the radiative
decay rates and (ii) the radial radiative decay rate is significantly more enhanced than
the tangential radiative decay rate. An oscillatory dependence of the radiative decay
rates on the dipole position is also clearly visible, with the radiative decay rates
approaching the free-space decay rates at r � 2rs. Interestingly, in the case of a metal
shell, the enhancement of the nonradiative decay rates is larger on the interior (with
respect to the sphere center) side than on the exterior side, whereas for the radiative
decay rates the reverse is true. In the most demanding case of SiO2@Au@SiO2

sphere (see Figs. 6 and 7), the radiative and nonradiative decay rates were calculated
in a single run in approximately one second. In the latter case, calculation was per-
formed on a standard Pentium IV PC with 200 radial position sampling points and
angular-momentum cutoff was kept fixed at lmax = 60. (There is nothing special
about the choice of lmax = 60 here, except that it guaranteed a reasonable conver-
gence in the parameter range considered.) This high computational speed of our
method renders it suitable for effective engineering of decay rates for a variety of
applications.

Regarding convergence properties of the radiative and nonradiative decay
rates, a diametrically different behavior is observed. As a consequence of the mul-
tipole expansion, the further is a dipole from the sphere origin, the larger cutoff
value lmax is required to reach a comparable convergence of radiative decay rates
(see Fig. 8). On the other hand, in the case of nonradiative decay rates, decisive
for the convergence properties is a dipole proximity to metal boundary (see Fig.
9). In general, radiative decay rates converge faster and higher precision can be
attained. Provided that summation over l is extended slightly behind the cutoff
value of

lcðrÞ � xþ 4x1=3 þ 2; ð148Þ
where x = khr, the radiative decay rates have already converged to within six digits
or more. (For r = rs, x reduces to the so-called size parameter and lc(rs) becomes
exactly the Wiscombe cutoff value which guarantees the convergence of single-
sphere cross sections [54].) In the case of nonradiative decay rates, convergence
is markedly slower. For a dipole in a very close proximity ([5nm) to metal
boundary, even the angular-momentum cutoff lmax as large as 60 was hardly en-
ough to ensure convergence up to two digits. A similar convergence problems in
the case of nonradiative decay rates have also been encountered for the setup
Fig. 4 of Dulkeith et al. [70] with the dipole-sphere separation fixed at d = 1nm



Fig. 8. Convergence of the normalized tangential radiative decay rate W rad
? for the case of Fig. 6. Figure

shows the plots of a relative error ½W rad
? ðlÞ � W rad

? ð60Þ�=W rad
? ð60Þ for different values of the angular-

momentum cutoff value l. Missing data in the dielectric regions signify a drop below machine accuracy.
Convergence of the normalized radial radiative decay rate W rad

k shows a similar behavior.

Fig. 9. Convergence of the normalized tangential nonradiative decay rate W nrad
? for the case of Fig. 7.

Figure shows the plots of a relative error ½W nrad
? ðlÞ �W nrad

? ð60Þ�=W nrad
? ð60Þ for different values of the

angular-momentum cutoff value l. Similarly as in the case of radiative decay rates, missing data in the
dielectric regions signify a drop below machine accuracy. Convergence of the normalized radial
nonradiative decay rate W nrad

k shows a similar behavior.

396 A. Moroz / Annals of Physics 315 (2005) 352–418
and increasing sphere radius. Provided that the sphere radius exceeded the value of
rsJ 15nm, the angular-momentum cutoff lmax as large as 60 (i.e., more than two
magnitudes larger than the Wiscombe value lc) was still not enough to ensure con-
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vergence up to two valid digits. These convergence problems with nonradiative de-
cay rates arise due to a fact that a local theory allows for the excitation of near-
field modes of an arbitrarily high angular momentum or short wavelength,
although the latter is physically inhibited by the fact that the electronic wave func-
tions extend over a spatial region of finite size. These convergence problems result-
ing from a close proximity of radiating dipole to metal boundaries can be
overcome by taking into account a nonlocal dielectric function which introduces
a cuttoff angular momentum that corrects this deficiency in a satisfactorily way
[43] (see Section 11.1).
11. Recipes for an ultra-thin metallic shell and an optically active shell

In principle, one can encounter situation when the theory presented so far has
to be modified, even if one limits oneself to homogeneous and isotropic media.
Below two such cases are considered. First is the case of an ultra-thin metallic
shell, in which nonlocal effects due to excitation of longitudinal plasmon modes
may come into play [40–43]. Second, shells can be made of an optically active
medium [37,44,45]. It turns out that our formal approach of Section 4 involving
transfer matrices can also be applied to the case when one or several spherical
shells are either ultra-thin metallic shells characterized by a nonlocal dielectric
function [40–43], or shells made of an optically active medium [37,44,45]. Below
recipes are provided for necessary modifications and amendments of the formal-
ism presented until now. Note in passing that the hypothetical case of a sphere
with a shell made of a negative refractive index, or ‘‘left-handed’’, material,
which, in the simplest form of a homogeneous sphere, has been considered by
Klimov [73], does not require any modification of the formalism presented in pre-
vious sections, except for filling in the relevant formulas negative permittivities
and permeabilities.

11.1. Ultra-thin metallic shell and nonlocal dielectric function

Let S be the smallest length scale of a metallic region. For instance, in the case of a
metal core, S equals to the core radius and, in the case of a metallic shell, S equals to
the shell thickness. If theory presented in the preceding sections is to be applied for a
multilayered spherical particle with a small metallic core or a thin metallic shell with
S[ 20nm, two effects have to be considered. First, the bulk dielectric function is
modified, since the electronic mean free path is shorter than in the bulk [74]. Second,
nonlocal effects come into play [40–43]. The first effect does not bring any changes
into our formalism and can easily be incorporated by replacing the bulk dielectric
function eB(x) with its size-dependent modification

eðxÞ ¼ eBðxÞ þ
x2

p

2 �1
�

x2
p

2 �1
� ð149Þ
x þ ixsB x þ ixs
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Here xp is the bulk plasmon frequency, sB is the relaxation time in the bulk metal,
s�1 ¼ s�1

B þ vF S
�1 is the inverse relaxation time (also called damping coefficient C)

corrected for the finite size of the particle, and vF is the Fermi velocity. More gener-
ally,

s�1 ¼ s�1
B þ AvF S

�1; ð150Þ
where A is a parameter determined by the geometry. For simple Drude theory and
isotropic scattering, A = 1. For a sphere of radius rs, Kreibig and Genzel [74] used A/
S = 3/(4rs).

On the other hand, nonlocal effects, i.e., when the Fourier transform of the dielec-
tric function depends in addition to x also on k, are associated with the resonant
excitation of longitudinal bulk plasmon modes (either propagating ones, with fre-
quency above the plasma frequency xp, or evanescent ones, with frequency below

the plasma frequency xp) [40–43]. It has already been alluded to that the nonlocal
dielectric function introduces a natural cuttoff angular momentum for the excitation
of near-field modes [43], and thereby a natural cuttoff for the convergence of the non-
radiative decay rates. Apart from that, the nonlocal effects leave behind another
important signatures. Provided that all other effects are temporarily suspended, non-
local effects for a single sphere would manifest themselves in the blue shift of the
Fröhlich local resonance at xF ¼ xp=

ffiffiffi
3

p
< xp, and in the absorption fringes in

the high-frequency range x > xp. The blue shift, which occurs below the plasma fre-
quency, is due to evanescent longitudinal plasmons [42]. On the other hand, the
fringes are due to excitation of real propagating longitudinal bulk plasmons. The
fringes are essentially the Tonks–Dattner resonances [75,76] of thin metallic films,
which occur when

kLð Þn ¼ 2d=n; n ¼ 1; 3; 5; . . . ; ð151Þ

where (kL)n is the normal component of the bulk longitudinal plasma wavelength
and d is the film thickness. When one starts with the initial sphere radius of
�1nm, then as the sphere radius increases, the blue shift of the main resonance from
its classical Fröhlich position decreases. Physically this follows from the fact that
with increasing radius the slight evanescent penetration of the longitudinal modes
into the sphere has smaller effect on the overall field distribution inside the sphere.
Another effect caused by increasing radius is the increase in the number of secondary
absorption peaks above xp accompanied by a decrease in their intensity. Eventually,
for metal spheres larger than about 20nm the calculated extinction curve deviates
very little from the classical curve of the Mie theory [42]. With respect to the radia-
tive rates, calculations for small (rs 6 5nm) spheres reveal the following influence of
nonlocal responses. For low emission frequencies (x 6 0.5xp), both the radial and
tangential dipolar decay rates can be reduced by up to 2 orders of magnitude with
respect to the local results [43]. On the other hand, for emission frequencies
(xP0.5xp), the decay rates can be up to 2 orders of magnitude larger than in the
local case [43].

Since only transverse modes have been considered so far [see expansions (8)–(10)],
the inclusion of the nonlocal effects [40–42] requires a slight modification of our
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formalism. First, the expansion (8) in the nth shell for (and only for) the electric mode
of the electric field has to be amended to include longitudinal multipoles J‘L andH‘L,

EEðrÞ ¼
X
L

AELðnÞJELðkn; rÞ þ BELðnÞHELðkn; rÞ þ K�
L ðnÞJ‘Lðk‘n; rÞ

�
þKþ

L ðnÞH‘Lðk‘n; rÞ
�
: ð152Þ

Second, an additional boundary condition, namely that of the continuity of the ra-
dial electric field components across an interface of two different shells (which fol-
lows the continuity of the normal component of the displacement current oE/ot
[40]) has to be imposed [42,43]. By its very definition [53], a longitudinal multipole
F‘L satisfies $ · F‘L = 0 (and $ Æ F‘L „ 0). Thus the expansions (8) and (9) of the
magnetic mode of the electromagnetic fields are not modified by the longitudinal
plasmons, since there is no magnetic field associated with the longitudinal electric
field modes [42]. It turns out that Eq. (14) remain unchanged and the ratio DML/
CML remains identical to the a coefficient of the classical Mie theory [see the first
of Eqs. (33)]. This reflects the fact that the excitation of the magnetic modes is not
affected by the longitudinal fields.

With regard to the additional boundary condition for the electric modes (no long-
er transverse), note that, in analogy to Eq. (3), a longitudinal multipole mode F‘L, as
defined by Stratton [53] (denoted there by L), is given as follows:

F‘L ¼
1

k‘
$½flðk‘rÞY lmðrÞ� ¼

1

k‘
½f 0

l ðk‘rÞðr0Y lmÞ þ flðk‘rÞð$Y lmÞ�

¼ � i

k‘
f 0
l ðk‘rÞY

ðoÞ
L þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p 1

r
flðk‘rÞYðeÞ

L

� �
; ð153Þ

where fl is an arbitrary linear combination of the spherical Bessel functions. The lon-
gitudinal multipole mode differs from the other modes in that it has a nonzero diver-
gence, $ � F‘L ¼ �k2‘fl [53]. Here k‘ is the longitudinal wave vector which dispersion
differs from that of transverse mode. Longitudinal bulk plasmon modes obey the dis-
persion relation e‘(k‘,x) = 0, where e‘ (k,x) is the nonlocal longitudinal dielectric
function [40]. According to the hydrodynamic model, a model longitudinal dielectric
function is

e‘ðk;xÞ ¼ 1�
x2

p

x2 � bk2 þ ixC
; ð154Þ

where b ¼ ð3=5Þv2F and, as in Eq. (149), vF is the Fermi velocity and C = 1/s is a damp-

ing coefficient. Therefore, k‘ðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � x2

p þ ixCÞ=b
q

. In order to reflect the

increasing possibility for longitudinal plasmon decay into electron hole pairs with
increasing momentum, the value of C is sometimes approximated by C = 1/
s + A‘(k‘/kF)

2, kF being the Fermi wave vector and A‘ � 0.05 being a proportionality
factor [42]. Note in passing that e‘ reduces to the local result (Drude model) for b = 0.

Now, when the boundary conditions for the electric mode EE given by Eq. (152)
are imposed at the interface of two different shells, the longitudinal modes enter
boundary condition of the continuity of both the transverse and normal components



400 A. Moroz / Annals of Physics 315 (2005) 352–418
of EE. Indeed, according to Eq. (153), any F‘L comprises both radial (proportional to
Y

ðoÞ
L ) and transverse (proportional to Y

ðeÞ
L ) components. Therefore, a simultaneous

excitation of the electric and the longitudinal modes occurs. Consequently, Eqs.
(23) change in the presence of longitudinal plasmons and the resulting b (=DEL/
CEL) coefficients become different from the corresponding Mie coefficients given
by the second of Eq. (33). In the case that the nonlocal medium is medium 2, the
amended Eq. (23) becomeffiffiffiffiffi

e1
l1

r
½ulðk1r1ÞAELð1Þþwlðk1r1ÞBELð1Þ� ¼

ffiffiffiffiffi
e2
l2

r
½ulðk2r1ÞAELð2Þþwlðk2r1ÞBELð2Þ�;

1

k1
½u0lðk1r1ÞAELð1Þþw0

lðk1r1ÞBELð1Þ� ¼

1

k2
½u0lðk2r1ÞAELð2Þþw0

lðk2r1ÞBELð2Þ�� i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ1Þ

p
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L ð2Þþhlðk‘r1ÞKþ

L ð2Þ�;ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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k‘
½j0lðk‘r1ÞK�

L ð2Þþh0lðk‘r1ÞKþ
L ð2Þ�:
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Let us first consider the case of the nonlocal shell different from the sphere core. Sup-
posing that the neighboring shells are ordinary (without any longitudinal plasmon)
shells, one has in total 8 sets of expansion coefficients, namely AEL(j), BEL(j), where
j ¼ n� 1; n; nþ 1; and K�

L ðnÞ. These coefficients enter 6 equations (three on each
side of the nonlocal shell). For a comparison, in the case of an ordinary shell, treated
in Section 3 and 4, we had in total 6 sets of expansion coefficients, namely AEL(j),
BEL(j) for j = n � 1, n, n + 1, which entered 4 equations (two on each side of the or-
dinary shell). In both cases, the number of different sets of expansion coefficients is
larger by two than the number of corresponding equations. The two unknown sets of
expansion coefficients are eventually specified by two boundary conditions. One is,
for instance, either the regularity condition at the origin [i.e., BcL(1) ” 0; see Eq.
(29)], or the perfectly conducting boundary conditions (36) at the sphere core. The
second boundary condition can be either that of Eqs. (49) and (50), or, in the case
of an elastic scattering, the requirement that the AcL(N + 1) coefficients be equal
to the expansion coefficients of an incident electromagnetic field in spherical coordi-
nates. Hence, provided that the respective coefficients AEL(n � 1) and BEL(n � 1) are
known, the coefficients AEL(n + 1) and BEL(n + 1) can be (for instance, using Gauss
elimination method) unambiguously determined, and vice versa.

If the nonlocal shell is the sphere core, then, within the core, the interior (regularity)
boundary condition (29) halves the number of sets of expansion coefficients to AEL(1)
and K�

L ð1Þ. One then has in total 4 sets of expansion coefficients: in addition to AEL(1)
andK�

L ð1Þ alsoAEL(2) andBEL(2), which enter 3matching equations at the core bound-
ary. For a comparison, in the case of an ordinary core, treated in Section 3 and 4, one
had in total 3 sets of expansion coefficients [AEL(1),AEL(2), andBEL(2)], which entered
2 matching equations at the core boundary. Again, in both cases the number of
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different sets of expansion coefficients is larger by one than the number of correspond-
ing equations. The unknown set of expansion coefficients is then determined by impos-
ing the second, exterior, boundary condition. Consequently, irrespective of the
nonlocal shell position, one can define the corresponding forward and backward trans-
fer matrices and proceed in the same manner as we did in earlier Sections 3 and 4.

11.2. Optically active shells

It turns out that our formal approach involving transfer matrices, as developed in
Sections 3 and 4, can also be applied to the case when one or several spherical shells
are made of an optically active medium [37,44,45]. The latter stands here for an iso-
tropic chiral medium which is known to rotate the electric field of a linearly polarized
light. In the case of an optically active medium, homogeneous plane waves can be
propagated only when circularly polarized. Otherwise the major axis of an elliptically
polarized plane wave changes direction (optical rotation) and the ratio of minor to
major axes increases. As it will be shown in a while, such a medium is characterized
by different wave vectors for circularly polarized light of opposite handedness. In
Bohren convention [37,44,45], an electromagnetic wave is called right-handed (left-
handed) if the vibration ellipse, imagined to be viewed looking toward the source,
is traced out clockwise (counterclockwise). Since circularly polarized plane waves
of opposite handedness experience different refractive indices, an optically active
medium is sometimes also referred to as a circularly birefringent medium.

For an isotropic optically active medium, the usual constitutive equations in the
isotropic medium D = eE and B = lH change into

D ¼ eEþ vEe$� E; B ¼ lHþ vHl$�H; ð156Þ
where the coefficients vE and vH are scalars [44,45]. The amended constitutive equa-
tions, which are also known as the Drude–Born–Fedorov relations, are consistent
with the Lorentz reciprocity relations. Note that the presence of the cross product
in the constitutive equations explicitly violates mirror-symmetry, which is an essen-
tial feature of an optically active medium. The change in the constitutive relations
brings about the change in the stationary Maxwell�s equations, which are no longer
given by Eqs. (2). Consequently, the form of the expansions of electromagnetic fields
in terms of vector multipoles within a given shell both in the absence of a dipole [see
Eqs. (8)–(10)] and in the presence of a dipole [see Eqs. (47) and (48)] will change.
First one performs a linear transformation of electromagnetic fields,

E

H

� �
¼

1 aþ

a� 1

� �
QL

QR

� �
¼ A

QL

QR

� �
; ð157Þ

where

aþ ¼ � i

xe
½kþð1� vEvHk

2Þ þ vEk
2�;

a� ¼ � i ½k�ð1� vEvHk
2Þ � vHk

2�;
ð158Þ
xl
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kþ ¼ k
½1þ ðvE � vH Þ

2k2=4�1=2 � ðvE þ vH Þk=2
1� vEvHk

2
� k½1� ðvE þ vH Þk=2�; ð159Þ

k� ¼ k
½1þ ðvE � vH Þ

2k2=4�1=2 þ ðvE þ vH Þk=2
1� vEvHk

2
� k½1þ ðvE þ vH Þk=2�; ð160Þ

k = x(el)1/2 being the wave vector in the isotropic homogeneous medium character-
ized by e and l. Here the fields QL and QR independently satisfy the following equa-
tions [44],

$2Qþ j2Q ¼ 0; $�Q ¼ jQ; $ �Q � 0: ð161Þ
As notation indicates, the respective QL and QR fields are the left- and right-handed
fields. In Eq. (161), j = k� for QL and j = �k+ for QR. For any real medium one
can assume both vEk,vHk 
 1 without any loss of generality. Then the second equa-
tion of each of the Eqs. (159) and (160) follows from the first one by retaining only
the first order terms in the quantities vEk,vHk [44,45]. Note in passing that both the
nominator and denominator in the Eqs. (159) and (160) are dimensionless, since the
coefficients vE and vH, as read from the Maxwell�s equations (156), have the dimen-
sion of length.

The second equation in (161) defines the transformed fields QL and QR as the so-
called vector Beltrami fields. This equation restricts the expansion of electromagnetic
fields in terms of vector multipoles within a given shell both in the absence and in the
presence of a dipole. Indeed, the Beltrami condition (161) implies that the normal-
ized vector multipoles FcL, as defined by Eqs. (3), enter the expansions of the respec-
tive QL and QR fields only in specific combinations and for fMl = fEl. Upon using
Eqs. (5), one finds the following general solution for Beltrami fields QL and QR with-
in a given optically active shell,

QLðk�;rÞ¼
X
L

A�
L ðnÞ½JMLðk�;rÞþJELðk�;rÞ�þB�

L ðnÞ½HMLðk�;rÞþHELðk�;rÞ�

 �

;

QRðkþ;rÞ¼
X
L

Aþ
L ðnÞ½JMLðkþ;rÞ�JELðkþ;rÞ�þBþ

L ðnÞ½HMLðkþ;rÞ�HELðkþ;rÞ�

 �

:

ð162Þ
Upon substituting (162) back into Eq. (157), the corresponding expansions of the
original electromagnetic fields E and H within an optically active shell are obtained.

The further treatment is then as in Sections 3 and 4. Upon imposing the continuity
of tangential components of E and H, equations for the expansion coefficients A�

L ðnÞ
and B�

L ðnÞ in neighboring shells are obtained, which are then used to determine the
corresponding forward and backward transfer matrices. However, there is one sig-
nificant difference: each matching equation involves all for sets of coefficients,
namely A�

L ðnÞ, Aþ
L ðnÞ, B�

L ðnÞ, and Bþ
L ðnÞ. Therefore, the corresponding transfer matri-

ces become 4 · 4 matrices. Note that transfer matrices of Sections 3 and 4 can for-
mally be written as 4 · 4 matrices too. However, in the latter case, although the
4 · 4 matrix form is conceivable, it is largely artificial. Indeed, when the transfer
matrices are written for column vectors (AML(n),BML(n),AEL(n),BEL(n)), each
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4 · 4 transfer matrix would be block-diagonal matrix consisting of two 2 · 2 blocks
on the 4 · 4 matrix diagonal, one for the TM and second for the TE polarization. In
contrast, in the present case of an isotropic chiral medium the 4 · 4 matrix form is
unavoidable. In a sense, the transition from 2 · 2 to 4 · 4 transfer matrices in a cir-
cularly birefringent, or optically active, medium bears similarity with the planar case.
In the latter case, in a nonbirefringent isotropic homogeneous medium, the 2 · 2
Abelés transfer matrices are used [35–37]. On the other hand, in a birefringent med-
ium, it is necessary to employ the 4 · 4 Yeh�s [77] transfer matrix formalism.
12. Discussion

12.1. Radiative vs nonradiative and local vs nonlocal decay rates

12.1.1. Radiative vs nonradiative decay rates

In Sections 8.1 and 8.2 the respective normalized radiative and nonradiative decay
rates Wrad and Wnrad were determined by considering two mechanisms through
which dipole energy is dissipated. One is the radiative loss, Prad, which is calculated
from the Poynting vector, and the other is the nonradiative loss, Pnrad, which is cal-
culated from the Ohmic losses inside the sphere absorptive shell. However, it is rare
to observe the said two decay rates in their pure form. Before any comparison is
made between the calculated normalized decay rates Wrad and Wnrad and experi-
ment, one has to take into consideration that many other nonradiative mechanisms,
such as, for instance, multiphoton relaxation, coupling to defects, direct electron-
transfer processes, concentration quenching, and lasing all contribute to the nonra-
diative decay rateWnrad [19,20,46,47,70,78,79]. Since there are many contributions to
Wnrad, let us denote the nonradiative decay rates due to the Ohmic losses by W nrad

X .
Therefore, the sum W rad þ W nrad

X , of the two contributions considered above does
only provide the lower bound for the total decay rate Wtot.

It turns out that even in a purely dielectric case, in the absence of any Ohmic
losses, the nonradiative decay Wnrad can be higher than the radiative decay Wrad

[80,81]. Hence the ratio Wrad/Wtot, known as the fluorescence quantum yield, or sim-
ply quantum efficiency, is then smaller than 0.5. When dye concentrations increase
above a certain threshold value, the quantum efficiencies of most organic dyes are
substantially reduced even further with respect to a zero-concentration limit value.
In liquid solutions, the threshold value is �10�4M, whereas in a solid, for instance,
in the case of fluorescein (FITC) dyed colloidal silica spheres, the threshold value is
�1mM [82]. These effects are caused by an increased energy transfer between the dye
molecules as their concentration increases. (Nevertheless, pyrene-doped PMMA
spheres with pyrene concentrations up to 10�2M do not exhibit any concentration
dependence [83].) Note in passing that the interactions between neighboring radiat-
ing molecules may lower their excited state energy leading to a red shift in the emis-
sion frequency [82]. Usually, as in the case of erbium doped silica glass, for a low
quencher and elementary emitters concentration the nonradiative decay rate in-
creases linearly with concentration. The total decay rate can then be written as
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W tot ¼ W rad þ W i þ 8pCEr�Q½Er�½Q�; ð163Þ
where CEr � Q is a coupling constant, [Er] and [Q] are the Er and quencher concen-
tration, respectively, and Wi is the nonradiative decay rate in the quencher zero con-
centration limit [46], which is also called the internal nonradiative decay rate. It
should be emphasized that, for a dipole outside the sphere, the radiative decay rate
Wrad is proportional to the intensity of the time-resolved fluorescence spectra at t = 0
[70]. Therefore, in the latter case, W rad and W nrad can easily be disentangled exper-
imentally [70].
12.1.2. Local vs nonlocal decay rates

It should be emphasized that the nonradiative mechanisms different from the Oh-
mic losses, such as local field corrections [47,84], do only depend on the immediate
neighborhood of a radiating dipole. Therefore, one can include all such mechanisms
of nonradiative decay rates under the local nonradiative decay rate, Wloc. On the
other hand, the nonradiative decay rate due to Ohmic losses and the radiative decay
rate can be viewed as a nonlocal decay rate, W nloc � W rad þ W nrad

X . The reason behind
this nomenclature is that the latter two rates depend on the geometry and material
composition of the entire sphere and surrounding medium, and not only on the
immediate proximity of the radiating dipole. The total decay rate is then written as

W tot ¼ W loc þ W nloc: ð164Þ
As a rule, both the nonradiative decay rate due to Ohmic losses and the radiative
decay rate change if the optical properties of a shell being far away from the radiat-
ing dipole (for instance, surrounding medium) change [46,80,81]. In the case of a
homogeneous dielectric sphere, the local and nonlocal decay rates have been disen-
tangled by measuring the total decay rate using the same sphere in different environ-
ments [80]. For instance, the sphere can be embedded in a refractive index matched
liquid [80]. Its radiative decay rates then becomes that of a dipole in a homogeneous
dielectric slab [81,85]. Other possible environments include air or liquids with differ-
ent refractive indices [80]. The difference of the respective total decay rates measured
in different sphere environments then corresponds to the difference of the nonlocal
decay rates [80]. The latter is obviously also true for a multicoated sphere. The local
and nonlocal decay rates can then be separated by fit of Eq. (164) to the measured
data [46,80]. Only after the local nonradiative decay rate Wloc is determined, a com-
parison of measured data and theory presented here can be performed.
12.2. Quantum vs classical treatment of transition rates

12.2.1. Weak vs strong coupling regime
The domain of validity of any classical result for the decay rates is limited by sev-

eral factors. One of them is the validity of the linear-response theory, or the Wigner–
Weisskopf approximation, which justifies the use of the correspondence principle (1)
(see also Appendix D). In the regime of validity of the Wigner–Weisskopf approxi-
mation, decay is exponential and the whole process is characterized by two numbers:
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the spontaneous emission rate and the radiative (Lamb) shift of the transition fre-
quency. The basic assumption for the validity of the linear-response theory [and cor-
respondence principle (1)] is, of course, that neither the transition matrix element nor
the transition frequency are appreciably changed by the presence of the interface.
Both the rate and the shift depend, in this case, only on the density of modes in a
photon reservoir. The condition of the validity of the linear-response theory is usu-
ally translated into the requirement of a smooth variation of the decay rate with fre-
quency. The smoothness condition is considered satisfied if the excitation or emission
frequency is far away from a multilayered sphere resonance. In the case that the fre-
quency coincides with a multilayered sphere resonance, the enhancement factors of
the nonlocal decay rates are due to the complex zeros of the denominator of the DcL

coefficient near the real x axis, at x = xn = an + iCn with Cn small. The imaginary
part Cn is approximately equal to the width (the reciprocal of the lifetime) of the cor-
responding multipole resonances. The smoothness condition in the resonance case,
as discussed by Chew [13,14], is that Ct 
 Cn, or W

rad/dx 
 1, where Ct (reciprocal
of the excited state lifetime s) is the imaginary part of the transition frequency xt,
and dx is the width of the emission line. Experimentally, the lifetimes of atomic tran-
sition vary over many decades, with Ct = 1/s in the range 106–108 being common.
For Ct � Cn, an oscillatory exchange of energy between the atomic and photonic de-
grees of freedom takes place, described in the literature as vacuum Rabi splitting
[86]. If the Wigner–Weisskopf linear-response approach breaks down, one may also
observe a qualitative change of the spectrum from a single Lorentzian peak into a
two-peaked structure as a clear indication of the onset of a nonexponential decay [86].

Strong interaction between a two-level atom and the whispering-gallery modes of
a dielectric microsphere requires a full quantum mechanical treatment. The latter
have been provided by several authors [87,88]. However, the knowledge of a classical
solution is an indispensable first step in full quantum electrodynamic treatment of
the spontaneous and stimulated emission involving spherical cavities [87,88]. There-
fore, even in the strongly interacting case, in the regime of cavity quantum electro-
dynamics, our classical solution does not loose its value and can be used to extend
results obtained by Lenstra et al. [87] and Klimov et al. [88] for the case of a homo-
geneous spherical cavity to the case of a multicoated spherical cavity.

12.2.2. Coherent emitters

Another condition involves the density of radiating atoms or molecules. In the
preceding section it has been alluded to that the density of elementary emitters
has an effect on the nonradiative decay rates [see, for instance, Eq. (163)]. However,
the density of elementary emitters also effects the radiative decay rate. In the high
concentration limit, in the extreme case of Dicke superradiance [89], the radiative de-
cay rate may increases quadratically with the emitters concentration. More precisely,
let us consider a collection of N identical elementary emitters confined to a region
whose dimensions are small compared to a wavelength. Then for a half-full (fully)
inverted population the radiative decay rate is proportional to N2 ðNÞ and the peak
intensity is nearly proportional to N2 [89]. The Dicke results were derived for a gas
of elementary emitters. Provided that emitters are brought closer together, as in J
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aggregates of dyes in a solid matrix, additional phenomena occur. Study of a simple
linear chain of the fully population-inverted system of emitters, in which an excita-
tion can propagate from atom to atom through dipolar interactions, show that the
radiative decay is biexponential and is accompanied by red and blue shifts of the emit-
ted frequency [90].

According to Chew [14], the critical density, qc, of radiating atoms for the onset of
collective quantum effects, such as superradiance or ringings in the emitted power, is
estimated to be

qc ¼ 8p2n=ðQrkÞ: ð165Þ
Here Q is the mode quality factor, r is the photon absorption cross section (for the
photon absorption by a radiating atom), and k is the (vacuum) radiating wavelength.
Depending on a resonance, the critical density values range between 108 and
1018atoms/cm3. The former density value is when emission frequency coincide with
a sphere resonance, whereas the the latter density value is for a nonresonant case. Sur-
prisingly enough, a biexponential decay accompanied by a frequency shift is also ob-
served in the case of the concentration quenching of the nonradiative decay rate [82]
(see also [83]). For instance, in the case of FITC dyed colloidal silica spheres, a large
red shift of 10nm in the emission frequency was observed for dye concentrations in ex-
cess of�1mM [82]. In the latter case, the red shift results from the lowering of the ex-
cited state energy due to the interactions between neighboring radiatingmolecules [82].

It should be emphasized that the coherence in the Dicke model is due to atomic

coherence, or coherence between elementary emitters, whereas our main focus has
been on the changes in the decay rates due to the coherence properties of the radiation
field. Surprisingly enough, the coherence of a plurality of emitters has qualitatively
similar effect on decay properties as does the strong interaction of a single emitter
with the whispering gallery mode of a sphere.

12.3. Numerical limitation on the size parameter

Computer program built according to our recursive transfer-matrix solution is ex-
pected to produce reliable results in the purely dielectric case and for typical dielec-
tric constants of metals in the visible and in the infrared up to the size parameter
x = khrs � 50. This is more than enough to perform simulations for multilayered me-
tallo-dielectric nanospheres fabricated by colloidal techniques [23–32]. However, in
atmospheric physics, aerosol science, and meteorology size parameters as large as
a few thousands are required. (For instance, for a 100lm water droplet at a visible
wavelength of 0.5lm the size parameter is about 1260.) For a such large size param-
eter numerical problems may arise, because our expressions (17), (22), (25), and (26)
of the forward and backward transfer matrices involve a difference of the products of
two Bessel functions. This may lead to a distortion of significant digits if the product
values are large and of the same order. The latter predominantly occurs for complex
arguments with large imaginary parts. This is a well-known problem in the Mie scat-
tering community [54,55,57] and several ways have been proposed to circumvent it.
First and the most important step involves factorizing matrix elements so as to
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replace the Riccati–Bessel functions with their logarithmic derivatives. For instance,
one can factorize the matrix element Tþ

Ml;11ð1Þ given by Eq. (22) as follows,

Tþ
Ml;11ð1Þ ¼ �ik2l2½w0

lðk2r1Þulðk1r1Þ=l2 � wlðk2r1Þu0lðk1r1Þ=l1�
¼ �ik2l2ulðk1r1Þwlðk2r1Þf½w0

lðk2r1Þ=wlðk2r1Þ�=l2

� u0lðk1r1Þ=ulðk1r1Þ
� �

=l1g: ð166Þ

This trick, long used in standard Mie theory, circumvents the exponential depen-
dence of the functions on the size parameter [54–57]. The state of the art of tech-
niques for obtaining convergence at large size parameters is given by Yang [57].

12.4. Further extensions

The presented recursive transfer-matrix solution for a dipole radiating inside and
outside a stratified sphere can be expanded is several ways. Three of them are briefly
outlined here.

The first in an extension of our results to the case of more complicated particles,
such as spheroids, ellipsoids, Chebyshev particles, etc. This case is not only interesting
by itself [92] but such particles can also be readily manufactured experimentally. In-
deed, an intense ion bombardment of a multilayered nano- or microsphere induces a
plastic deformation of the sphere shape into a regular axially symmetric spheroid [91].
Wang et al. [92] have already applied the so-called extended boundary method
(EBCM) of Waterman [93] to provide solution for a dipole in the presence of a homo-
geneous dielectric spheroid. The EBCM, often also called as the T-matrix method
[51,52], has a reputation of being the most efficient numerical method in describing
the scattering off axially symmetric particles [51,52]. It is interesting to note that
the T-matrix formulation of electromagnetic scattering from multilayered axially
symmetric scatterers has been supplied by Peterson and Ström [94]. Therefore, it ap-
pears that an efficient numerical description of the classical electromagnetics problem
of a dipole in the presence of an arbitrary multilayered axially symmetric scatterer can
be rather straightforwardly obtained by combining the solution for the case of a mul-
tilayered sphere presented here with the teaching of Wang et al. [92] and Peterson and
Ström [94]. The subject matter of Section 3 can also be straightforwardly extended to
the case of an infinitely long multilayered circular cylinder consisting of concentric
cylindrical shells [95]. The case of a radiating dipole in the presence of such a multi-
layered cylinder can then be, in principle, obtained by combining the extension of Sec-
tion 3 with the teaching of Chew et al. [96], who provided solution for the case of a
homogeneous cylinder. However, in contrast to the case of a multilayered sphere,
the resulting expressions are not expected to be obtainable in purely algebraic form
[96]. The reason is a mismatch between the spherical multipole expansion of the di-
pole radiating field and the cylindrical symmetry of the multilayered cylinder.

The second is an extension of our results obtained for an electric dipole to the case
of an electric quadrupole. Classically, an electric quadrupole can be viewed as a sys-
tem of two identical electric dipoles of opposite orientations in close proximity, one of
which is stationary and the other oscillating about the first. One can anticipate that an
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application of techniques developed in Sections 3–5 to the case of radiating electric
quadrupole can be useful. The classical solution can then again find an immediate
application in inelastic scattering and in the description of electric quadrupole decay
rates. Indeed, as shown by Klimov and Letokhov (see Secs. III and IV of [97]), equiv-
alence of the classical and quantum-mechanical descriptions of radiative decay rates
also holds for the quadrupole transitions. In a free space, electric quadrupole decay
rates in the optical region are typically lower by a factor of (a0/k)

2 � 10�6–10�8 than
the electric-dipole rates, a0 and k being the Bohr radius and radiation wavelength,
respectively. Nevertheless, the quadrupole decay rates appear to exhibit much stron-
ger sensitivity to the presence of and distance from material bodies than the electric-
dipole transitions do [97]. This stronger sensitivity makes quadrupole decay rates an
interesting subject for the remote sensing and spectroscopic applications.

Last but not the least, the classical electromagnetics problem of a radiating dipole
(or quadrupole) in the presence of a regular array of (multilayered) scatterers [60,61]
appears to be another interesting avenue of research. Regular array of scatterers,
also known as photonic crystals, possess many interesting properties, most notably
a photonic band gap, wherein light propagation for all polarizations and all direc-
tions of propagation is forbidden [60,61,98]. Photonic crystals promise to become
a laboratory for testing fundamental processes involving interactions of radiation
with matter under novel conditions [99]. Since dye labeled multilayered spheres
can easily be integrated within photonic crystals [60,61,98,99], the former may serve
as sensitive fluorescence probes of photonic crystal properties. It appears that a com-
bination of techniques developed here with the multiple-scattering approach
[60,61,68] will yield the most efficient method to deal with the problem of an elemen-
tary radiator in the presence of a regular array of (multilayered) scatterers.
13. Summary and conclusions

Particles found in nature, such as water insoluble aerosols in atmosphere, hydro-
logical particles coated with biological material, micro-encapsulated material, bio-
logical cells, or a variety of colloidal particles designed experimentally to satisfy
specific optical properties, are frequently not homogeneous and exhibit a layered
or radially stratified structure. In order to cover these (and possibly many other)
experimental situations and, at the same time, provide a larger freedom in engineer-
ing of spherical particles properties, theory of Chew et al. [5,13,14] has been extended
to the case of a multilayered sphere consisting of concentric spherical shells. A com-
plete description of the classical electromagnetic fields was achieved outside and in-
side a multi-structured spherical particle, both in the absence and in the presence of a
radiating electric dipole. By formulating a fast and numerically stable transfer-ma-
trix solution, electromagnetic fields were determined anywhere in the space, and
the time-averaged angular distribution of the radiated power, the total radiated
power, and Ohmic losses due to an absorbing shell were calculated. There is no lim-
itation on the dipole position, nor on the number of the concentric shells, nor on the
shell medium. An absorbing, optically active, and ultrathin ([10nm) metallic shell
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(core), characterized by a nonlocal dielectric function, are all allowed. The classical
solution was then applied for the description of inelastic light scattering (fluorescence
and Raman), the radiative and nonradiative normalized decay rates, and frequency
shift. The importance of grouping various radiative and nonradiative decay mecha-
nisms into local and nonlocal decay rates was emphasized. The issues of experimen-
tally disentangling the local (radiative and nonradiative due to Ohmic losses) and
nonlocal (remaining nonradiative) decay rates, numerical limitations on the size
parameter and ways how to overcome them, and the domain of applicability of
our classical description of decay rates were all addressed. Suggestions for further
extensions of the theory presented here to the case of an arbitrary multilayered (axi-
ally symmetric) particle and to the classical problem of a radiating quadrupole in the
presence of a multilayered particle were briefly outlined.

We believe that the solution presented in this article, in conjunction with com-
puter program freely available at http://www.wave-scattering.com will provide a lar-
ger freedom in engineering of spherical particles properties, rendering them more
suitable for a variety of applications. Many of possible applications have already
been listed in Section 1, where the homogeneous sphere case has been discussed.
The incomplete list includes inelastic light-scattering (fluorescence or Raman) spec-
troscopy [1,3,4], which had proved to be a sensitive tool for characterizing single
micrometer sized particles (chemical speciation) of both inorganic and organic com-
pounds, aerosols, and particulates [6], in LIDAR applications for remote sensing of
both molecular and particulate constituents of atmosphere [6,8], for identification of
biological particles in fluorescence-activated flow of cytomeres [7], to monitor spe-
cific cell functions, or in the cell identification and sorting systems [9,10], in the inves-
tigation thermal radiation from spherical microparticles [11], engineering of the
radiative decay for biophysical and biomedical applications [16], imaging of buried
saturated fluorescent molecules [17], and imaging of surfaces [18] in near-field optical
microscopy, and in the study of the effects of light absorption and amplification on
the stimulated transition rates of the electric-dipole emission of atoms or molecules
embedded in micro- or nano-structured spheres [19–22,100], stimulated Raman scat-
tering [58,59], and on the interplay between lasing and stimulated Raman scattering
[101,102]. Note that our classical solution provides the classical modes of a multi-
coated sphere, and thereby it yields the indispensable first step for the full quantum
electrodynamic treatment of the spontaneous and stimulated emission involving
spherical multi-structured quantum cavities [84,87,88].

The ability of modifying radiative rates for atoms or molecules in the excited state
is of great importance since dissipative pathways of the excited state can be con-
trolled. Therefore, one can imagine immediate use of our solution for designing
nanoprobes with enhanced quantum yield for fluorescent microscopy and with en-
hanced photostability for biological applications. In the latter case, if one assumes
that photobleaching of a dye takes place only while the dye is in its excited states,
a sufficiently large enhancement of the spontaneous emission rates can significantly
lower the probability of switching into nonfluorescent dark states, thereby increasing
stability against photobleaching [32,82]. Enhanced spontaneous emission rates could
also provide increased sensitivity in low level fluorescence applications [78,82].

http://www.wave-scattering.com
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Designing of small noble metal nanoparticles with reduced quantum yield, Wrad/
W tot, at the particle close proximity (cca 1nm) may have crucial implications for
the particles use as acceptors in biophysical Förster resonant energy transfer exper-
iments in vitro as well as in vivo [70].
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Appendix A. Transverse and longitudinal vector spherical harmonics

Because of $ · r = 0, one has (r · $)YL = �$ · (rYL). Therefore, one can also
write

Y
ðmÞ
L ¼ iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lðlþ 1Þ
p $� ðrY LÞ ¼

iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p $� ðrYðoÞ
L Þ: ðA:1Þ

The vector spherical harmonics YðmÞ
L , YðeÞ

L , and Y
ðoÞ
L are mutually orthogonal to one

another in the ordinary vector sense (with respect to the ordinary scalar product
of vectors in R3). One also finds

r0 � Y
ðeÞ
L ¼ �Y

ðmÞ
L ;

r0 � Y
ðmÞ
L ¼ Y

ðeÞ
L ;

r0 � Y
ðoÞ
L ¼ 0:

ðA:2Þ

The first identity follows from Eq. (4), whereas the second is a direct consequence of

r0 � r0 � X½ � ¼ r0 � X½ �r0 � ðr0 � r0ÞX ¼ �X: ðA:3Þ
Here the first equation is a general vector identity, whereas the second equation is
only valid for transverse vectors, r0 Æ X ” 0. Using that orr0 = 0, one can show that

orY
ðeÞ
L ¼ orY

ðoÞ
L ¼ 0: ðA:4Þ

In the electromagnetic scattering literature [51,52] the respective Y
ðmÞ
L , YðeÞ

L , and
Y

ðmÞ
L are often disguised under a different notation,

Y
ðmÞ
L ¼ icLC

TKS
L ¼ idLC

M
L e

imu;

Y
ðeÞ
L ¼ icLB

TKS
L ¼ idLB

M
L e

imu;

Y
ðoÞ
L ¼ ic0LP

TKS
L ¼ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
dLP

M
L e

imu:

ðA:5Þ

Eqs. (A.5) establish a relation of the magnetic, electric, and longitudinal vector spher-
ical harmonics to the vector spherical harmonics CTKS

L , BTKS
L , PTKS

L , as used by Tsang,
Kong, and Shin [51], and CM

L , B
M
L , and PM

L , as used by Mishchenko [52], respectively.
Here the numerical constant cL and c0L of [51] and numerical constant dL of [52], are
related by
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c0L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
cL; cL ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðl� mÞ!
ðlþ mÞ!

s
dL; dL ¼

2lþ 1

4plðlþ 1Þ

� �1=2
: ðA:6Þ

The magnetic, electric, and longitudinal vector spherical harmonics are complete and
orthonormal in the senseI

S

Y
ðcÞ
lm ðrÞ � Y

ðc0Þ�
l0m0 ðrÞdX ¼ dll0dmm0dcc0 ; ðA:7Þ

X1
l¼0

Xl
m¼�l

X
c

Y
ðcÞ
lm ðrÞY

ðcÞ�
lm ðr0Þ ¼ 1dSðr; r0Þ; ðA:8Þ

where »S denotes integration over the unit sphere, and dS(r, r 0) is the Dirac delta func-
tion on the unit sphere, or the solid-angle Dirac function. The latter means that for
any function f defined on the unit sphere one hasI

S

dSðr; r0Þf ðr0ÞdX ¼ f ðrÞ: ðA:9Þ

In the case of L = L 0, the orthogonality (A.7) follows from the fact that the vector
spherical harmonics (4) are mutually orthogonal with respect to the usual scalar
product of two vectors in R3. The orthonormality of the longitudinal spherical har-
monics follows from the orthonormality of the scalar spherical harmonics. The
orthonormality of the magnetic spherical harmonics can be established by using
self-adjointness of L, or simply by calculating the scalar product directly. The ortho-
normality of the electric spherical harmonics then easily follows from the first Eq. (4).
Appendix B. Normalized Stratton’s vector multipoles

Note that [see Eq. (A.2)]

Y
ðmÞ
L � r0 ¼ �Y

ðeÞ
L ; Y

ðeÞ
L � r0 ¼ Y

ðmÞ
L : ðB:1Þ

Therefore, for an arbitrary vector multipole FcL, given by Eq. (3),

FMLðk; rÞ � r0 ¼ �fMlðkrÞYðeÞ
L ðrÞ;

FELðk; rÞ � r0 ¼
ðrf ElÞ

0ðkrÞ
kr

Y
ðmÞ
L ðrÞ:

ðB:2Þ

Using the latter two identities together with the orthonormality of the vector spher-
ical harmonics YðaÞ

L one can show that for any vector multipoles FcL and Gc0
L 0I

½ðFcL �G�
c0L0 Þ � r0�dX ¼ 0; ðB:3Þ

unless c „ c 0 and L = L 0. Indeed, let us first consider the case c = c 0. Then, since

ðFcL �G�
c0L0 Þ � r0 ¼ FcL � ðG�

c0L0 � r0Þ; ðB:4Þ
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and by applying identities (B.2) one finds that the right-hand side of the last equation
is proportional to the scalar product YðmÞ

L � YðeÞ�
L0 and hence the result is zero,I

ðFcL �G�
cL0 Þ � r0 dX ¼ 0; ðB:5Þ

in virtue of the orthonormality of the vector spherical harmonics Y
ðmÞ
L and Y

ðeÞ
L0 .

In the case c „ c 0, one finds by using identities (B.2) that the right-hand side of Eq.
(B.4) is proportional to the scalar product YðaÞ

L � YðaÞ�
L0 , where either a = m or a = e.

Explicitly,

FML �G�
EL0

� �
� r0 ¼ FML � G�

EL0 � r0
� �

¼ fMlðkrÞ
ðrgEl0 Þ

0ðkrÞ
kr

� ��
Y

ðmÞ
L � YðmÞ�

L0 ;

FEL �G�
ML0

� �
� r0 ¼ FEL � G�

ML0 � r0
� �

¼ �ðrf ElÞ
0ðkrÞ

kr
g�Ml0 ðkrÞY

ðeÞ
L � YðeÞ�

L0 :

ðB:6Þ

Therefore,I
FML �G�

EL0
� �

� r0
� �

dX ¼ fMlðkrÞ
ðrgEl0 Þ

0ðkrÞ
kr

� �� I
Y

ðmÞ
L � YðmÞ�

L0 dX

¼ fMlðkrÞ
ðrgElÞ

0ðkrÞ
kr

� ��
dLL0 ; ðB:7Þ

I
FEL �G�

ML0
� �

� r0
� �

dX ¼ �ðrf ElÞ
0ðkrÞ

kr
g�Ml0 ðkrÞ

I
Y

ðeÞ
L � YðeÞ�

L0 dX

¼ �ðrf ElÞ
0ðkrÞ

kr
g�MlðkrÞdLL0 : ðB:8Þ

Similarly, using the orthonormality of the vector spherical harmonics YðaÞ
L one can

show that for any vector multipoles FcL and Gc0
L 0 defined by Eqs. (3)I

FcL �G�
c0L0 dX ¼ 0; ðB:9Þ

unless c = c 0 and L = L 0. Indeed, in the c = c 0 case,I
FML �G�

ML0 dX ¼ fMlðkrÞg�Ml0 ðkrÞ
I

Y
ðmÞ
L � YðmÞ�

L0 dX ¼ fMlðkrÞg�MlðkrÞdLL0 ;

ðB:10ÞI
FEL �G�

EL0 dX ¼ lðlþ 1Þ
jkj2r2

fElðkrÞg�El0 ðkrÞ
I

Y
ðoÞ
L � YðoÞ�

L0 dX

þ ðrf ElÞ
0ðkrÞ

kr
ðrgEl0 Þ

0ðkrÞ
kr

� �� I
Y

ðeÞ
L � YðeÞ�

L0 dX

¼ lðlþ 1Þ
jkj2r2

fElðkrÞg�ElðkrÞ þ
ðrf ElÞ

0ðkrÞ
kr

ðrgElÞ
0ðkrÞ

kr

� ��( )
dLL0 :

ðB:11Þ
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Note in passing that the orthogonality relations (B.9), (B.10), and (B.11) can be
straightforwardly extended also to the case of arbitrary vector multipoles,

FMLðk; rÞ ¼ fMLðkrÞYðmÞ
L ðrÞ;

FELðk; rÞ ¼
1

kr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lðlþ 1Þ

p
fELðkrÞYðoÞ

L ðrÞ þ ðrf ELÞ
0ðkrÞYðeÞ

L ðrÞ
n o

;
ðB:12Þ

where the linear combination of Bessel function fcL explicitly depends on the mag-
netic number m (similarly for GcL).
Appendix C. Dissipation in a dispersive and absorptive material

The most general form of the averaged energy density, which can also be applied
to the left-handed materials, has recently been discussed by Ruppin [103] (see Eq.
(11) therein). The form of the averaged energy density is valid at all frequencies
and is nonnegative also in the regions of high absorption near resonance frequencies
of the permittivity and permeability. In the Appendix we show that, in spite of the
averaged energy density expressions being different, depending on the level of gener-
ality (see Eqs. (1), (2), (11), (15), and (16) of [103]), the expression for the electromag-
netic energy dissipation, or, to be more precise, the steady (averaged) inflow of
energy Q per unit time and unit volume from the external sources which maintain
the field, remains always the same and given by Eq. (110). The latter formula is ex-
actly the same as the expression for the time averaged energy dissipation first derived
for a weekly dispersive and absorptive medium under the assumption that the imag-
inary parts of e and l are small compared to their respective real parts.

Let e0 and l0 be, as in [103], the vacuum permittivity and permeability, respec-
tively. Starting from the equation of motion for the electric polarization (Eq. (3)
of Ruppin [103]),

€Pþ Ce
_Pþ x2

rP ¼ e0x
2
pE; ðC:1Þ

where xr is the resonance frequency of the electric-dipole oscillators, Ce is the damp-
ing frequency, and xp is a measure of the strength of the interaction between the
oscillators and the electric field, one finds for harmonic fields with a e�ixt time depen-
dence

P ¼ �e0
x2

p

x2 � x2
r þ ixCe

E: ðC:2Þ

Since P = vee0E and e(x) = 1 + ve, one has

eðxÞ ¼ 1�
x2

p

x2 � x2
r þ iCex

� ðC:3Þ

Consequently,

Im eðxÞ ¼ Cex
x2

p

ðx2 � x2
r Þ

2 þ C2
ex

2
¼ Cex

x2
p

eðxÞ � 1j j2: ðC:4Þ
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Since _P ¼ �ixvee0E ¼ �ixe0 ½eðxÞ � 1�E, one has

j _Pj2 ¼ x2e20j eðxÞ � 1½ �j2jEj2: ðC:5Þ
Therefore, upon combining the last equation with Eq. (C.4) one obtains

Cej _Pj2

e0x2
p

¼ Cex2

x2
p

e0j eðxÞ � 1½ �j2jEj2 ¼ xe0 Im eðxÞ½ �jEj2: ðC:6Þ

According to Eq. (10) of Ruppin [103], the term of the left-hand side of our Eq. (C.6)
describes dissipation of the electromagnetic energy density in a nonmagnetic disper-
sive and absorptive material. One can show that, after time averaging, this term is
nothing but the dissipation rate Q as given by our Eq. (110). The missing prefactor
c/(8p) compared to our Eq. (110) results from the use of Gaussian units in our case
and the SI units in the Ruppin case. In the Ruppin case [see his Eq. (7)], the Poynting
vector is S = E0 · H0, whereas in our case it contains an additional prefactor c/(4p).
The additional factor 2 results then from time averaging [see Eq. (94)].

In the nonmagnetic dispersive and absorptive material, a general expression for
electromagnetic energy density reduces to that of Loudon [104],

W ¼ e0
4

e0 þ 2xe00

Ce

� �
jEj2 þ l0

4
jHj2 ¼ e0

2
n2 þ 2xnj

Ce

� �
jEj2: ðC:7Þ

In arriving to the Loudon expression we have used that e = e 0 + ie00 = (n + ij)2 =
(n2 � j2) + 2inj and H = [e(x)e0/l0]

1/2E, i.e.,

jHj2 ¼ jeðxÞjjEj2e0=l0: ðC:8Þ
Appendix D. An explicit verification of the correspondence principle

In the case of a homogeneous sphere, Chew [13] showed explicitly the equivalence
of the quantum-mechanical formalism of Wylie and Sipe [39], which yields the nor-
malized transition rates in terms the imaginary part of a suitably normalized scatter-

ing Greens function [see Eq. (135) above] and the classical formalism, which yields
the normalized transition rates in terms of the radiated power of an oscillating di-
pole. Chew [13] considered the case of a dipole both inside and outside homogeneous
isotropic sphere. However, in the case of dipole inside the sphere it was not immedi-
ately obvious (at least to the author) how Chew�s final expression for Im E0

n on page
1357 was derived. Since this is such a rare case that one can explicitly verify the cor-
respondence of classical and quantum-mechanical formalisms, a few intermediary
steps between the definition of quantity the E0

n and the final results for Im E0
n are

filled in below to make Chew�s derivation more amenable to general audience.
The quantity E0

n, as defined in the left column on page 1357 of [13], is

E0 ¼ e hð1Þðq Þ½q y ðq Þ�0 � e y ðq Þ½q hð1Þðq Þ�0

 �

=D ; ðD:1Þ
n 2 n 2 1 n 1 1 n 1 2 n 2 n
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where the prime denotes derivative with respect to the argument and yn is the spher-
ical Bessel function of the second kind [48]. Now, when the nominator and denom-
inator of E0

n are both multiplied by D�
n, the complex conjugate of

Dn ¼ e1jnðq1Þ q2h
ð1Þ
n ðq2Þ

� �0 � e2h
ð1Þ
n ðq2Þ q1jnðq1Þ½ �0; ðD:2Þ

then the terms proportional to the products e1 e1 and e2e2 cancel out in the nominator
of ImE0

n. The remaining terms then yield

ImE0
n ¼

e1e2
jDnj2

jðq1Þ½q1yðq1Þ�
0 yðq2Þ½q2jðq2Þ�

0 � jðq2Þ½q2yðq2Þ�
0
 �


þyðq1Þ½q1jðq1Þ�
0 jðq2Þ½q2yðq2Þ�

0 � yðq2Þ½q2jðq2Þ�
0
 ��

� ðD:3Þ

By substituting

f ðzgÞ0 � gðzf Þ0 ¼ zðfg0 � f 0gÞ ¼ zff ; gg; ðD:4Þ
where {f,g} is the Wronskian, the above equation reduces to

ImE0
n ¼ � 1

jDnj2
e1e2q1q2fjðq1Þ; yðq1Þgfjðq2Þ; yðq2Þg: ðD:5Þ

Eventually, using the Wronskian identity [see Eq. (10.1.6) of [48] and our Eq. (19)]

fjðzÞ; yðzÞg ¼ 1

z2
; ðD:6Þ

one arrives at Chew�s final result,

ImE0
n ¼ � e1e2

q1q2jDnj2
� ðD:7Þ
Appendix E. Equivalence of our radiative decay rates with Chew’s result for the case of

a dipole inside a homogeneous sphere

In Section 10 it has been discussed that, in the case of a homogeneous sphere, our
numerical results coincide with those obtained by Chew [13,14]. In particular, Figs. 2
and 3 of [13] and Fig. 1 of [14] have been reproduced. In Section 8.1.1, for the case of
a dipole outside the sphere, equivalence of our results for the dipole radiative decay
rates with those obtained by Chew [13,14] has been established analytically. Here it
will be shown analytically that the same is also true for a dipole inside a homoge-
neous sphere.

In the case of a dipole inside a multilayered sphere, general formulas for the radi-
ative decay rates were given in Section 8.1.2. The case of a homogeneous sphere can
be viewed as a special case of the multilayered sphere case where the dipole is within
the sphere core and the number of shells N = 2. In the case of a dipole within the
sphere core, radiative decay rates were expressed in terms of the function
fclðkrÞ ¼ jlðkrÞ=M22;clð1Þ given by Eq. (128). In the homogeneous sphere case the
number of shells N = 2 and hence the ordered product M22;clð1Þ of backward trans-
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fer matrix reduces to the single backward matrix T �
cl. The latter is given by Eq. (17)

for c = M and by Eq. (25) for c = E. Now, in the case c = M, one obtains from Eq.
(17),

M22;Ml ¼ T�
22;Ml ¼ � ik1

l2

l1ulðk1r1Þw0
lðk2r1Þ � l2u

0
lðk1r1Þwlðk2r1Þ

� �
: ðE:1Þ

Similarly, in the case c = E, Eq. (25) yields

M22;El ¼ T�
22;El ¼ � ik1n1

e1e2

ffiffiffiffiffi
e2
l2

r
e1ulðk1r1Þw0

lðk2r1Þ � e2u0lðk1r1Þwlðk2r1Þ
� �

: ðE:2Þ

Upon substituting ul(kr) = rjl(kr), wlðkrÞ ¼ rhð1Þl ðkrÞ, and noting that, in the above
formulas,

ðrgElÞ
0ðkrÞ ¼ d½rgElðkrÞ�

dr
¼ d½krgElðkrÞ�

dðkrÞ ; ðE:3Þ

where gl stands for either jl or h
ð1Þ
l , one finds

n31e2
e1n32

jM22;Mlj�2 ¼ e1n1

ffiffiffiffiffi
e2
l2

r
l1l2

e1e2
jk1r1D0

lj
�2 ¼ l1n1

ffiffiffiffiffi
l2

e2

r
jk1r1D0

lj
�2
;

n31e2
e1n32

jM22;Elj�2 ¼ e1n1

ffiffiffiffiffi
e2
l2

r
jk1r1Dlj�2

;

ðE:4Þ

where Dl and D0
l are those of Chew�s as defined by his Eqs. (9a) and (9b) of [13] [Dl is

reproduced here in Eq. (D.2), and D0
l follows from Dl by interchanging electric per-

mittivities and magnetic permeabilities]. This proves that the radiative rates as calcu-
lated by our Eq. (126) coincide with those as calculated by Eqs. (10) and (11) of [13].
In arriving at the result, we have used that

n31e2
e1n32

l2
2 ¼ l1n1

ffiffiffiffiffi
l2

e2

r
;

n31e2
e1n32

n21e
2
1e

2
2

l2

e2
¼ e1n1

ffiffiffiffiffi
e2
l2

r
� ðE:5Þ
References

[1] H. Chew, P.J. McNulty, M. Kerker, Phys. Rev. A 13 (1976) 396–404.
[2] H. Chew, M. Kerker, D.D. Cooke, Phys. Rev. A 16 (1977) 320–323.
[3] R.E. Benner, P.W. Barber, J.F. Owen, R.K. Chang, Phys. Rev. Lett. 44 (1980) 475–478.
[4] M. Kerker, D.S. Wang, H. Chew, Appl. Opt. 19 (1980) 4159–4174.
[5] H. Chew, M. Kerker, P.J. McNulty, J. Opt. Soc. Am. 66 (1976) 440–444.
[6] G.J. Rosasco, E.S. Etz, W.A. Cassat, Appl. Spectrosc. 29 (1975) 396–404.
[7] B.H. Mayall, B.L. Gledhill (Eds.), Proceedings of the Sixth Conference on Automated Cytology, J.

Histochem. Cytochem. 27 (1979) 1–64.
[8] J. Gelbwachs, M. Birnbaum, Appl. Opt. 12 (1973) 2442–2447.
[9] P.F. Mullaney, P.N. Dean, Biophys. J. 10 (1970) 764–772.

[10] X. Yataganas, B.D. Clarkson, J. Histochem. Cytochem. 22 (1974) 651–659.
[11] S. Lange, G. Schweiger, J. Opt. Soc. Am. B 11 (1994) 2444–2452.
[12] R. Ruppin, J. Chem. Phys. 76 (1982) 1681–1684.



A. Moroz / Annals of Physics 315 (2005) 352–418 417
[13] H. Chew, J. Chem. Phys. 87 (1987) 1355–1360.
[14] H. Chew, Phys. Rev. A 38 (1988) 3410–3416.
[15] R.R. Chance, A. Prock, R. Silbey, Adv. Chem. Phys. 37 (1978) 1–65.
[16] J.R. Lakowicz, Anal. Biochem. 298 (2001) 1–24.
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